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Preface

The present volume is a continuation of the series dedicated to all linguists who
want to solve linguistic problems in a non-classical way. Elementary knowledge
of statistics is a necessary condition, however, even a collection of data in the
prescribed way could be helpful for solving some problems. The comparisons,
tests, finding a function or distribution can be made by a statistician but the
linguistic background knowledge must be furnished by the linguist.

The volume is appropriate especially for those who try to enter the field of
quantitative linguistics and seek the door leading to elementary problems.

The present volume contains 90 problems. To each problem some referen-
ces are recommended but the reader can solve them in his own way. Unfortunate-
ly, qualitative linguistics contains many concepts and classifications rooted in
opinions and leading to different descriptions. In the present volume the reader is
forced to perform tests which corroborate or reject the primary concept formation
and force him to create new data based on different definitions, concepts, criteria
etc. The basic requirement is the testing of everything one says.

It is recommended to publish the results in a quantitative linguistics
journal. In any case, all numbers should be presented in order to give other
linguists the possibility of testing other hypotheses or to subsume the accepted
results in a deeper theory.

Gabriel Altmann






Contents

1. General Problems

1.1.
1.2.
1.3.
1.4.
1.5.
1.6.
1.7.
1.8.
1.9.
1.10.

2. Text

2.1
2.2.
2.3.
2.4,
2.5.
2.6.
2.7
2.8.
2.9.
2.10.
2.11.
2.12.
2.13.
2.14.
2.15.
2.16.
2.17
2.18.
2.19.
2.20.
2.21.
2.22.
2.23.
2.24.
2.25.

The problem of the problem
Hierarchies in language
Diversification of a language family
Formal diversification

Ways into the depth

Length levels

Hypotheses

Distance and similarity

Irregularity

Problem continuation

Frequency motifs

Runs

Sequences in text
Frequency sequences

The world view of language
Climax types

Continuous modeling of sentence length

Thematic concentration 1

Thematic concentration 2

Thematic concentration 3

Thematic concentration 4
Denotative-connotative concentration
Text compactness

Conceptual inertia of texts 1
Conceptual inertia of texts 2
Conceptual inertia of texts 3
Adjective-verb ratio and text indicators
Unified word length modeling

Poetic and rhetoric figures 1

Poetic and rhetoric figures 2

The world view of a writer

Adjectives in texts

Adjectival motifs

Stylistic centrality

Text sorts

|

PR R R
OUITWNOOODOANEER

18

18
19
21
25
26
27
29
30
31
32
33
34
35
36
37
38
39
41
42
44
45
47
49
50
51



2.26.
2.27.
2.28.
2.29.
2.30.

Nominativity vs. predicativity 1
Nominativity vs. predicativity 2
Predication

Sentence length

Sequence of valencies

3. Grammar

3.1. Adnominal modifiers: Symmetry
3.2. Morphological complexity 1
3.3. Morphological complexity 2
3.4. Morphological changes and frequency
3.5.  Word classes
3.6. Parts-of-speech distribution
3.7. Parts-of-speech homogeneity
3.8. Clause centrality
3.9. Clause types
3.10. Clause lentgth
3.11. Topic — comment
3.12. Study of adverbials 1
3.13. Study of adverbials 2
3.14. Study of adverbials 3
3.15. Grammatical categories
3.16. Reduplication
3.17. Sequences of syntactic constituents
3.18. Noun phrase
3.19. Syntactic tags as NP components
3.20. Word class specification
4, Stage play
4.1. Stage play: 1. Sentence length
4.2. Stage play: 2. Speech acts
4.3. Stage play: 3. Sequences of illocutive speeth
4.4. Stage play: 4. Transition matrix of speecls act
4.5. Stage play: 5. Polysemy in the speech of perso
4.6. Stage play: 6. Distant reaction
4.7. Stage play: 7. Aggregation of speech acts
4.8. Stage play: 8. Act compactness
4.9. Stage play: 9. Verb activity

52
53
54
55
57

60

60
61
62
63
64
66
68
69
71
72
74
77
80
81
82
83
85
87
88
89

92

92
93
95
97
98
99
100
101
102



5. Phonemicsand script

5.1
5.2.
5.3.
5.4.
5.5.
5.6.
5.7.
5.8.

Phonological complexity

Script motifs

Phonic similarity of words in proverbs
A variant of the Skinner hypothesis
Syllable complexity

Euphony

Distribution of syllable types
Phonetic symbolism

6. Semantics

6.1.
6.2.
6.3.
6.4.
6.5.
6.6.

Abstractness of nouns
Abstractness in the text
Polysemy

Measurement of verb activity
Word class specification
Metaphor

7. Other problems

7.1.
7.2
7.3.
7.4.
7.5.
7.6.
1.7.

Morphological motifs

Sentence motifs

Borrowings

Syllabic word length

Clause length

Word length and number of compounds
Word frequency and number of compounds

Author register

Subject register

104

104
106
107
109
110
111
112
114

117

117
118
119
121
123
124

127

127
128
129
130
132
133
134

136

143






1.General problems

1.1. The problem of the problem

Problem

Consider some disciplines of linguistics (espegigliantitative linguistics, com-
puter linguistics, corpus linguistics, grammar,ttérguistics) and state what
kinds of problems they have and how they try tovesdhem. Describe this way
from the philosophy-of-science point of view.

Procedure

Take the last two issues of a special journal d=dd these domains. Read the
articles and state what kind of problems they soieat are their methods and
aims. Classify the problems and judge the statbetliscipline according to the
following criteria:

(a) Are they purely descriptive/classificatoryvartten merely in form of
instructions (e.g. for the computer)?

(b) Do they perform some kind of quantificatiordaneasurement?

(c) Do they mention an explicit hypothesis?

(d) Do they try to set up mathematical models?

(e) Do they test the models statistically?

(f) Do they strive for establishing laws?

(g) Do they set up a theory as a system of deraed corroborated
hypotheses?

(h) Do they strive for explanations whose begigsistart with problem
(d)?

(i) Do the authors think deterministically or admiiso probability?

Evaluate the epistemological role of the individievels giving them
scores and apply the scores to the articles read.cén compare linguistics also
with other scientific domains in order to estimigescientific status.

If you analyzed some modern articles and statedthioretical level of
the discipline (based on the given issue of thenaly, show how it could be
advanced in order to obtain the status of an eogbiscience. You may apply
your investigation also to individual linguisticymals in their historical devel-
opment.

Show how the measurement of individual propertieantioned in the
article could be performed. Set up (but do not)tegpotheses and conjecture
how they may be linked with other ones.

If necessary, propose a (testable) mathematicdefrfor the given prob-
lem.
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1.2. Hierarchiesin language

Problem

In Wikipedia (ttp://en.wikipedia.org/wiki/Hierarchy 08.11.2013) one finds the
following definition:

“A hierarchy is an arrangement of items (objects, names, vakegggories,
etc.) in which the items are represented as beahbgve," "below," or "at the
same level as" one another. Abstractly, a hieradry be modeled mathemat-
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ically as a rooted tree: the root of the tree fothestop level, and the children of
a given vertex are at the same level, below theimraon parent.”

Show at least five domains of language in which caile easily state the exist-
ence of hierarchies. Describe them, and if you fotne regularities express
them mathematically.

Procedure

Consider some domains of linguistics, e.g. dialegyp textology, syntax,
morphology, lexicology and find the hierarchiesmg&oexamples are:

Dialectology: official language — dialect — socidle- idiolect

Textology: hreb — sentence — clause — word — monghe

Syntax: sentence — clause — phrase — word

Morphology: word form — morpheme — morpheme polygem

Lexicology: lexical chains and nets arising fronpagnymy

Semantics: ordering according to abstractness/etergess or

generality/specificity

Material domain: Menzerath’s law in all materiahaains.

Consider the existing literature, describe thevidllial levels in the hierarchy

and find some hypotheses. If there is a hierartdign the higher level exerts

influence on at least the next lower level. Fing thependence and express it
quantitatively.

Find indicators for height, width, complexity etf. hierarchical nets. De-
rive them from some general hypotheses and test tdmedata.

Generalize the results in such a way that you shevcommon features of
the hierarchies, i.e. the analogy between hypothasd the commonality of their
mathematical form. Strive for a theory of linguishiierarchy. If possible, show
the boundary conditions for some domains.

Show the place of individual linguistic “schoolgi treating the hier-
archies.

Find analogies to other phenomena, e.g. in biglpgysics or sociology.

Prepare a possibly complete list of referencethéoindividual forms of
hierarchy in linguistics and publish at least thiests. The domain of hierarchies
Is not an “official” domain of linguistics but isia step towards theory.

Now set up your own hierarchy. Take for exampledass of words and
ascribe to each member of the class some propgublifative or quantitative).
Then to each member having the same value of tisé groperty ascribe a
second property in order to obtain a third leventihue in this way as long as
possible. Compute the properties of the tree, efghths, of the net. Then take
another class and perform the same procedureAetiast, compare the trees,
paths, nets, find their common features and deaivgpothesis. Test the hypo-
thesis using your data and find a general feattifguistic hierarchies. Do not
forget boundary conditions!
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1.3. Diversification of alanguage family
Problem

Every language family diversifies. For compariso onostly uses the similarity
in the lexicon that is, merely a surface phenomererform different com-
parisons, show the family as a graph with weiglgddes and draw consequen-
ces.

Procedure
Every property of language can be quantified andsueed. Take, say, 20-50

sentences of the same text from each member datgeiage family. One can
always find texts of this kind.
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Consider the following properties:

(1) For each sentence in every language statauhmder of lemmas and
define the difference as the mean difference isattences.

(2) Decompose the text into morphemes and statedoh sentence (in
two languages) the number of etymologically ideaitimorphemes. Construct an
indicator of similarity.

(3) For each sentence separately state the differen the occurrence of
grammatical categories. Set up an average meaksimitarity.

(4) Study the difference in the word order compgnmerely word-forms.
Set up an indicator of difference and perform comspas taking averages for
any pair of languages.

(5) Study the differences in the use of partspdexh sentence by sen-
tence.

Each comparison of two languages results in aovedit differences be-
tween identical sentences. Use the vector for caoimgputhe similarity/ di-
vergence.

For each similarity/difference indicator derive gampling properties and
define a statistical test for establishing the gigance of the divergence.

Set up a battery of hypotheses concerning the sifiGation of a language
family in general, then those concerning only tmify you analyzed.

Take into account different other properties andgare the texts sen-
tence by sentence. Use e.g. the corrected indgcantnmoduced by Greenberg.
State which properties are more stable than othes.dHypothesize why.

At last, venture the comparison of the same textvio non cognate lan-
guages. Some of the above properties can easdpieed. Do not use different
texts and do not establish premature typologiakstents. Care for statistically
correct comparisons. Do not compare religious texts
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1.4. Formal diversification

Problem

Words (or better, stems) may diversify in differdirections: there are phonemic
variants like assimilations, change of a phonema idifferent morphological
construction; morphological variations like inflexts or intro-flections; derive-
ations by means of affixes, and composition withiotgs other stems. Restrict
the investigation to one type of diversificatiotate the respective numbers of
forms for each stem and construct individual dmsttions for: 1. Number of
forms of individual stems, 2. Separately, the numbie possibilities to build
verbs, nouns, adjectives, etc. 3. If the stemsngeto some part of speech, state
the distributions within individual POS. You mayhede to the classical Latin
classification of parts of speech. 4. Find a thecakmodel for each distribution
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you obtain and substantiate it linguistically. %anG@paring two good dictionaries
study the development of a language.

Procedure

Take a dictionary and first find all phonologicahriants of the stems. It is
sufficient to consider in the dictionary only stebeginning with the same letter.
If you analyze your mother tongue, the procedursingpler because you need
not perform a mechanical search for each stem. Thasiderx = the number of
phonetic variantsf(x) = the number of stems havingvariants. Set up a dis-
tribution and find a model.

For each stem you identified, state the numbgraofs of speech in which
it may appear, e.g. the German wadiag (day) may be transformed in an adject-
ive/ adverb 1@glich), verb {ertagen, pure adverbtédgsube), noun {ortag and
can be found in a number of compounds that carobedf in some dictionary
(Feiertag names of days of the wedRarteitag ...). Letx = number of POS in
which it may penetrate by some morphological pracedr the number of all
forms your foundf(x) = number of stems havingrealizations. Set up the dis-
tribution, find a model and substantiate it.

The linguistic substantiation can be realizedibgifig another property of
words and its relation to some of the parameteth@fiven distribution or to its
mean etc. For example “morphological complexitytlué language” expressed
quantitatively.

A comparison of languages may be performed alsadiypparing the
resulting distributions. Compute some propertiethefdistribution, express them
by indicators and at least order the languages.

The evolution of the given language — seen from ploint of view — can
be studied using the changes in the given distabst To this end two diction-
aries published in different years or “the sametidnary in some of the later
editions may be employed.
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1.5. Waysinto the depth

Problem

Show that in linguistics the way into the depthaiglogous to that in physics.
But in linguistics we are always engaged with cgisewhile physicists have
more compact entities. If you come at a relativiédm, begin to theorize.

Procedure

In order to illustrate this procedure, considerdistribution of parts of speech in
a language. Usually, one obtains 9-11 classespressribed by the Latin gram-
mar — but there are also systems with 100 classes.

Now consider only one of the classes, e.g. theeddv Again, one finds
about 10 classes (place, time, mode, aim,...) —ishabncepts which allow us to
perform a classification. If one orders the advddusd in a text (or in a corpus)
in the prescribed classes, one can search forish@dtion of adverbial classes.
The simplest ordering is according to the rankestcy of classes but one can
devise a number of other ordering criteria fromsamantic point of view.

Now, omitting all but one class, one can study ltiggc of this unique
class. If one considers e.g. adverbs of locatitven tlocation itself can be
ordered. Some languages have special means farpénty spatial orientation.
How is the space oriented? Do the numbers obtaimewr this ordering? Is it
possible to find a three-dimensional order? Does Btay in the center? How is
it with other adverbial classes?

The next step is, again, the reduction of the mjigkass and considering
merely one of the adverbs. It occurs in differemtéimnments (= polytexty) and
displays a polysemy which can be found also indletions of the pertinent
sentences into various other languages. Again, thiedrank-frequency distribu-
tion of the individual meanings of the given advétlmeaning diversification).

Now take that meaning of the adverb which is repnéed by the most
occurrences, i.e. the first in the ranking scal@aftexty. Each occurrence may
be realized in different contexts. Are all contextentical or do some of them
occur more or less frequently? Classify the comsteXthen set up the rank-
frequency distribution of the polytexty of individuoccurrences of the same
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meaning. Do it separately also for the other magmitrind for all their rank-
frequency distributions and show whether it is shene model or whether some-
thing changes when one goes to higher ranks?

Up to now, we passed 5 stages, i.e. we made S stepthe depth. Is it
possible that the same frequency regime ruleslatayes? If so, what does
change in the model? Necessarily, the parametaesnodifferent values, but
perhaps some parameters must be added, some noawyitbed. Can one set up,
say, a differential equation in which the paransetean be interpreted as re-
presentatives of Kéhlerian requirements?

The way is in no case finished. We have a ranfitieacy of polytexties
and take, say, the most frequent class. What lohdexts do we have? May we
distinguish special classes of them? If so, them diven frequency can be
represented as the frequency of text sorts in wthiehadverb (having the given
meaning) occurred.

But now we made a step to text sort classificabmd reached a quite
different domain. At each step in the hierarchyreéhare different steps possible
according to our interest. Text sorts have propemvhich may be linked (or not)
with those scrutinized by us. If we take — at whatestep — another frequency
class, we may obtain a different result.

At last, there will be a net of links which willemer be ready. This
circumstance is caused not only by the extreme &oatp of language but also
by the fact that there are few linguists interestethis ladder into the precipice
of our concept formation. The individual links mus¢ derived and tested on
many texts and languages in order to obtain langleags.

Needless to say, rank-frequency is only one ofwhgs that can be gone.
The procedure can be performed also without rae§tfencies but one must
have at least one property that can be traced datwrthe depth. Whatever way
one takes, one will run against a boundary at whdelductive work must
necessarily begin.

The infiniteness of this enterprise is evident.
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1.6. Length levels

Problem

Investigate the problem of language levels base@mgih of pertinent entities in
texts. Perform the study for every text separat€lgmpare texts, text sorts,
languages.

Procedure

First define all language entities that have soneasurable material length. The
best known entities are syllable, mora, morphenwdwrhythmic unit, phrase,
clause, sentence, verse, speech act. You can dd$melasses, e.g. nouns, verbs,
simple sentences, and even the size of classe<lassification, i.e. instead of
length you study the cardinal numbers of special. se

Take a single text and set up the distributiorspécific length, that is,
state the frequencies of entities having length31,2 State the length always in
terms of immediate constituents, do no omit a level do not compute e.g. the
length of words in terms of phoneme numbers biieeiin syllables or in mor-
phemes! Then using software fit the Zipf-Alekseamdtiony = ¢ *° " *to the
data, i.efrequency = flength. Having done this for all levels, state the valf@ie o
the parametern at individual levels. Does it change regularly whgu pass
from one level to the next? The lowest level isghenic one, the highest can be
considered e.g. that of speech acts or even thaingeaet of the given entities.
Hrebs can stay over all levels.

Now perform the same operation for several tekidke the same level in
all texts and study the relationship between tharpatersa and b, i.eb = f(a).
Can you state some regularity?

Now take the same entities in all texts and ushmeg resulting formula
compute the average of the paramatésame level!) in all texts. Does average
change regularly with the change of level (from pétec to semantic)? Express
this change by a formula and substantiate it lisizally.
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If possible, perform the same investigation in theo language and
compare the results.

If you want to make the next theoretical step,std@r any other property
of the given unit, that is a special level, andreledor its link to the parameter
you obtained for length distribution. Take insgmatfrom language synergetics.

Remark. The relation length-frequency is an intggeat of language syn-
ergetics. According to Zipf, it is rather lengthatradapts to frequency; here we
go the opposite way because with higher units $ietences the Zipfian way is
not adequate.

Define new types of entities either theoreticallyby classification. For
example, study separately the length of indiviaaats of speech — either using a
dictionary or using a text. Do not mix texts, penfioeach count separately. State
whether they differ. If so, order the classes adiogy to parameteat and interpret
the order linguistically. For some entities, eypes of speech acts, there is still
no ordering. Study the length of individual clasaed set up an order.

Compare languages, text sorts and perform a nuahetassification.

In order to make the problem more practical, Isenr@e tasks: State

(1) the number of morphs in terms of phoneme numbers;

(2) the number of syllables in terms of phoneme nusiber

(3) the number of words in terms of syllable numbers;

(4) the number of words in terms of morpheme numbeosir{t also

phonemically not realized morphemes: zero morpls¢gme

(5) the number of phrases in terms of word numbers;

(6) the number of compounds in terms of stem numbers;

(7)  the number of clauses in terms of phrase numbers;

(8) the number of sentences in terms of clause numbers

(9) the number of speech act chains in terms of spaetsh

(10) the number of rhythmic units in terms of syllablenwbers;

(11) the number of verses in terms of syllable numbers;

(12) the number of verses in terms of word numbers;

(13) consider stepwise all units and set up Kdhleriarifgjo.e. non-

decreasing sequences of lengths as they occuxtin te

(14) compute for each data the above Zipf-Alekseev fancand study

the parametea.

(15) Define new units and study their length. Extend sh&ly of hrebs

and show which entities can constitute hrebs. $&®ethe problem
Hierarchies in languagén this volume
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1.7. Hypotheses

Problem

Study the properties of linguistic hypotheses aiersng all aspects known from
the philosophy of science.

Procedure

Take 10 well known hypotheses from qualitative lirsgics (structuralism,
generative linguistics, historical linguistics, samtics, dialectology, etc.) and
study their properties. Bunge (1967, Vol, 3: 222Y@xplains the following
aspects:

(1) Formulation

(2)Range

(3) Inferential power

(4) Order

(5) Precision

(6) Predicates

(7) Inception

(8) Ostensiveness

(9) Depth

(10) Ground

(11) Level of conjecture

(12) Testability

(13) Logical strength

(14) Function

Then take some hypotheses from quantitative Istgus, show their status

scrutinizing the above points and show the diffeesn
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At last, consider only one of the hypotheses dndysits history. How did
it begin and what is its state today? Examine aafpethe development from de-
scription through conjecture to law. Describe tistdny of a law.

Consider especially some hypotheses from synergjaguistics (Kohler
2005) which have today the status of laws. Oridgynahey were formulated only
gualitatively. Show their development and at evstyge refer to one of the
above mentioned 14 points. You can study also gweldpment of each point
separately.
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1.8. Distance and similarity

Problem

According to Skinner’s hypothesis (1939, 1941, )9parts of a text positioned

in mutual vicinity are phonetically more similarath distant ones. This is given
by the activation of special brain processes. Tymothesis has been positively
tested many times not only in the domain of phasetiest the hypothesis that
similarity decreases with increasing distance, @pglit to grammatical phen-

omena.

Procedure

First define a grammatical phenomenon, e.g. pdrspeech, types of sentences,
types of clauses, types of phrases, degrees oifcptinh, types of speech acts,
length of sentences, dependence structure, wordnamgpheme complexity,
valency of verbs, etc.

Then rewrite the text in terms of sentencesgaeh sentence is a unit with
the given properties or structure.

Define an indicator of similarity. If you compamneimbers (e.g. degrees,
lengths, etc.), you can use any of the known indrsa If you compare symbols,
structures, sequences, sets, you must use differgicators. Compute the simil-
arity between entities positioned in distance 13,2,. (in terms of sentence or
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verse numbers positioned between the repetitiomd}ake a mean similarity for
each distance.

Consider the means and present them in form einatibn. Find the re-
spective function. You can begin inductively, tryino find an adequate re-
presentation using software. If you obtain a simiésult in many cases, begin to
model the phenomenon and substantiate it lingai$gicneurologically, psycho-
linguistically, etc. Search for boundary conditidsrénging about stylistic, text-
sort, language level and other differences. Infitisé step, identify the boundary
condition adding a parameter to your function.

Strive for deciphering this mechanism as thoroygid possible. First,
find a function expressing this relation (distarvse similarity) on each level
separately. Then study the form of the given fungtie.g. the change of para-
meters according to the level and different uniithw the level (phonetics,
grammar, semantics). Strive for finding a law. Testend you must perform
many tests and place the discovered regularityaardrol cycle (cf. e.g. Kohler
2005)
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1.9. Irregularity

Problem

Irregularity of an entity may be measured absojutal locally. “Absolutely”
means taking into account all changes that areilgessith an entity (in mor-
phology, composition, sentence, etc.), “locally” ane the number of changes
which are actually present with an entity as usethe given text or convers-
ation. Count the numbers of irregularities with leaword separately, set up the
distribution and find a model of the distributiofou may use some “basic form”
of the word or of the stem and compare the togmah with it (cf. Corbett et al.
2001; the problenbistances and similarityn this volume). Corbett et al. (2001)
studied in this way Russian.

Procedure

Take a text and measure the number of topical d@sanfeach word and at the
same time the number of its absolute (possiblehgbs. Construct the sequence
of the given numbers. Write each sentence in araepbne.

(1) Study the complete sequence of the text and fimgesof its prop-
erties. You can use any type of indicator or a tsages. Do it both for absolute
and for local irregularities.

(2) Study the distribution of irregularities in the cplete text and find
a preliminary model. Do it both for absolute andl@zal irregularities.

(3) Do the same with the translation of the text intaaplanguage and
compare the languages. Do it both for absolutevatidlocal irregularities.

(4) Study the distances between equal irregularitiearacterize them
by an indicator and find their distribution. Dobibth for absolute and local irre-
gularities.

(5) Now consider the individual sentences. For eacthed you have
a vector of irregularities. Compare the vector$wad neighboring sentences (i.e.
those whose distance is 1 step) computing anyeoktiown similarity measures.
Then compute theneanof the similarities for this first step. In the xtestep,
compute the similarity of each pair of sentencedigtance 2, i.e. separated by
one sentence. Compute again the mean similarifystance 2. Continue increas-
ing the distance. At last, you obtain a series eamsimilarities for distances
1,2,3,... State whether the hypothesis “the gredterdistance the smaller the
similarity” holds for this aspect. Find a matheroatiexpression of the curve.
This is a special case of the well known Skinnepdtlgesis applied to higher
than phonetic level.

(6) Compare the results with those in other languagasé¢ text) and
state whether the function found in the given teoits also for other texts of the
same language.
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1.10. Problem continuation

Problem

The present problem is very difficult but it cavgyou many perspectives. Take
the omnibus volumeQuantitative Linguistics. An International Handboder-
lin: de Gryuter (2005), read several individual articles concernomg special
domain and for each of them show the research ramamtion. What could and
should be made in order to develop the given proBle

Show what type of theory may/must be developedrder to make the
problem itself more theoretical. Some articles clamethe linguistic substan-
tiation of the background, other ones merely dbscand apply some model. In
the first case, formalize the problem, subsumendten a theoretical background;
if necessary and possible, set up the differemteplation or formulate a sto-
chastic process which gives rise to the given phammn.

In the second case, collect the literature conegrthe problem, prepare a
survey and substantiate the problem and the appietel linguistically. Extend
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the testing to several languages, search for beyratanditions, show the prob-
lem of data collecting, and insert the hypothesms gbtained in the Kdhlerian
control cycle.

Devote special attention to the requirements afakpr and hearer by
which the given type of link between propertiecisated. Use systems theor-
etical graphs and strive for a synergetic substtiati.

References

Kohler, R. (1986).Zur linguistischen Synergetik. Struktur und Dynardée
Lexik. Bochum: Brockmeyer.

Kohler, R. (2003)Semiotik und Synergetik: Posner, R., Sebeok, Th.A. (eds.),
Semiotics. A Handbook on the Sign-Theoretic Fotiows of Nature and
Culture: 2444-2452Berlin/New York: de Gruyter.

Kohler, R. (2005). Synergetic Linguistics. In: Kéhl R., Altmann, G., Piot-
rowski, R.G. (eds.)Quantitative linguistics. An international handbook
760-774 Berlin: de Gruyter.

Kohler, R., Altmann, G., Piotrowski, R.G. (eds.p(3). Quantitative linguistics.
An international handboolBerlin: de Gryuter.

Roelcke, Th. (2005). Sprachliche Okonomie: Kommatiie Effizienz. In:
Kohler, R., Altmann, G., Piotrowski, R.G. (ed2p05). Quantitative lin-
guistics. An international handbook: 775-7®&erlin: de Gryuter.

Zipf, G.K. (1949).Human behaviour and the principle of least efféteading,
Mass.: Addison-Wesley.

17



2. Text

2.1. Frequency motifs

Problems

Study the properties of frequency motifs in tegtBaracterize them using known
or your own indicators and finally show the intéat®ns between pairs of prop-
erties

Procedure

Take a text and state the frequencies of someiemtie.g. types of syllables,
syllable lengths, word lengths, individual lexenmsword forms, grammatical
categories, parts-of-speech, polysemy of the wardsphological complexity of
the words, sentence length (measured in termsanfsel numbers), etc. Then
transcribe the text in terms of these frequenciesreplace each entity by its fre-
guency. You obtain a sequence of numbers, jush @ke problemg-requency
sequencesnd Sequences in texNow construct frequency motifs: a motif is
defined as a non-decreasing sequences of humberse has, e.g. the sequence
1,2,8,3,9,2,1,1, one obtains the motifs <1,2,839x%3<2>; <1,1>.

Study the following problems:

(1) State the frequency of individual motifs and settligir rank-fre-
quency distribution. Find a model of this distriloatand compare different texts,
e.g. using the chi-square test for homogeneity..

(2) State the lengths of individual motifs represeriigdhe number of
elements in them, e.g. the motif <1,2,8> has leigyteet up the length disribu-
tion and find a model of this distribution. Compaeveral texts, compare text-
sorts and languages.

(3) State the average length of the elements in eadth amal set up a
new sequence. E.g. the mean of the motif <1,2,8% ts 2 + 8)/3 = 3.67. Apply
the methods mentioned here to the new sequence.

(4) Compute for each motif its range, i.e. the diffeeof the first and
the last element, e.g. in <1,2,8> the range isl8&-7. Replace the motifs by their
ranges and study the new numerical sequence.

(5) Set up the discrete distribution of ranges and &nehodel of this
distribution. Compare texts.

(6) For all distributions you obtained up to now, coneptiheir entropy
and Repeat rate. State the values of these indscdp different texts and text-
sorts. Make a table of Ord’s criterion <I, S> ambw that the points are posi-
tioned in a small two-dimensional space. Compugeditipse enclosing them or
find the straight line if possible.
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(7) State the inventory of motifs and set up a two-aisienal con-
tingency table in which the frequencies of trapsis from individual motifs to
all the others are captured. Study this table ualhthe methods you know. State
the (in)dependence of transitions, the symmetryasfsitions, the strength of the
diagonal, and the conspicuosity of individual ceBgarch for reasons leading to
these results. Compare texts, text-sorts and layagua

(8) Perform the same operations also with averages atffsnand
ranges of motifs and draw consequences. Use ditféirgjuistic entities and dif-
ferent properties. Which properties display songgilaities of motifs?

(9) Consider only the length of motifs (of any entitydagproperty) and
study the distribution of their runs.

(10) Study the same motifs in translations of the gitext into other
languages and draw consequences from the diffesel@es this aspect have
some relations to other properties of the giveglages?
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2.2. Runs

Problem

Runs are uninterrupted sequences of some idemitdies. Hence they can be
stated only in texts. Consider five propertieshs tvord and set up hypotheses
concerning their run-behavior in texts. Test th@dileses using various texts
and if possible construct a control cycle of theaddehavior of these properties.

Procedure

Begin with the following properties of words: lehgfrequency, polysemy, syno-
nymy, morphological complexity. Taking the firstoperty, proceed as follows:
(a) measure the length of each word in terms dalld numbers and replace
each word in the text by its length. You obtaireguence of numbers. (b) State
the number of runs and test whether this numbsigisficantly large or signific-
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antly small. (c) Test whether the longest run gnsicantly long or not. (d) Test
whether the sequence of run lengths displays seapearity; if so, set up an a
posteriori hypothesis. Either there is a hieraratopostruction beginning with
runs and continuing with some of their “higher” belors or not. Express the
hypothesis mathematically.

As to frequency, replace each word of the textdjrequency taken from
a corpus, from a frequency dictionary or directlgni the given text. There is
surely a distribution of word frequencies. Do namnsider word forms but
lemmas. Compute the average frequency and partii®nwords in two classes:
smaller than the mean frequency (A) and larger tih@mean frequency (B).
You obtain a sequence of letters A and B. Perfdirtha tests concerning runs
and set up a hypothesis concerning too many ofetoauns. The hypothesis has
something to do with the type of language, or Witk text-sort to which the
given text belongs, or with the style of the auftmrwith the epoch in which it
has been written. If you analyze many texts, setauffrequency-runs” clas-
sification of texts.

Polysemy is the number of meanings of the giverdwo the usual mono-
lingual dictionary. Replace the words by their &gy values and study the
behavior of runs in the text. Again, you can coesithe average polysemy and
partition the words in two classes or you can saizg the raw sequence. Is the
number of polysemy runs too large, and if so, wEgPup a hypothesis, derive it
in analogy to the above ones and show whether ofinsngth, frequency and
polysemy can be integrated in a control cycle ag@is to that presented by
Kohler (1986, 2005).

Synonymy can be taken from a dictionary of synosymhich exist for
many languages. Replace the words by their numeyremnymies. Perform the
same analysis of runs as with polysemy. Then sethepdistribution of run
lengths both for dichotomized classes (larger/ssndhan the average) and for
raw runs. Do the same for the polysemies and stivelydifference between the
distributions. If there is no significant differencset up a hypothesis concerning
the relation between polysemy and synonymy runse the analogy to the
Kdhlerian cycle.

Morphological complexity of a word can be measureanany different
ways. Use the simplest one: complexity means timebeu of morphemes in the
word. Do not count “zero”-morphemes but count ifiection, e.g. German
Vater vs. Vater. The first word contains 1 morpheme, the second@h& word
Vatern contains 3. Take into account the fact that som@pounds may be
written separately, e.dgdinistry of Foreign Affairsand represent 1 word with 6
morphemes. You may make such decisions in any wiyydu must describe
exactly how the morphemes have been defined —Hersake of the com-
parability of your count with other ones. Then es@ the words in the text by
their numerical morphological complexity and stutg runs. Find the relation-
ship between the runs of word length and thoseoaofiptexity, i.e. set up the
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frequency distributions of both kinds of runs amdnpare them using e.g. a chi-
square test.

Having finished your computations, show that pagsall these run kinds
are somewhat linked. First make (theoretical) attmjes which may represent
hypotheses, than derive a formula for the link; teand begin to draw a graph.
Continue making further conjectures, use otherstaxid construct step by step a
“teorita”. Then consider further properties of werd

Find all chapters in this book concerning motifeiel consider the se-
guences you obtained and segment them into m&&dorm all the operations
mentioned in the given chapters and explain théemihce between runs and
motifs.
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2.3. Sequencesin text

Problem

Any linguistic units whose inventory is not infiai{as e.g. that of clauses, sen-
tences) are repeated in text. However, the repesitimay underlie different
regularities, trends, rules, oscillations, runstahces or they may be chaotic or
random. Analyze the regularities (or irregularifieonsidering the text as a
seqguence of units.

Procedure

Use one of the following entities
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1. Sound types: according to place or mannertafudation or both

2. Syllable types: V, VC, CV, CVC, VCC, VCV,....

3. Syllable lengths (in terms of phoneme numbers)

4. Morpheme types: proclitic, prefix, stem, infiigtroflection, suffix,

postclitic, reduplication

5. Morph length (in terms of phoneme numbers)

6.Word classes (a) parts-of-speech: N&arb, Pronoun, Adverb, Ad-
jective, Preposition, Postposition, Interjectiompnflnction, Article,
Particle, Numeral or one can use a syntactic defmwith dozens of
classes. (b) Involving: stem, derived, reduplicatanpound, inflect-
ed, derived-inflected, compound-inflected, compcededved, com-
pound-derived-inflected, reduplicated-inflectedt, et

7. Word length (in terms of syllable numbers)

8. Clause types (main, relative, causal,...)

9. Clause length (in terms of word numbers)

10. Sentence types (according to different cederi

11. Sentence lengths (in terms of clause numbers)

12. Hreb members (or references)

13. Types of speech acts

14. Equal frequencies of (also different) words, sequence of frequen-
cies

15. Alliteration (both in prose and poetry)

16. Assonance (repetition of vowel sequences)

17. Verb valency (cf. the probleBequence of valencjes

18. Degree of verb activity (scaling!)

19. Types of noun attributes

20. Grammatical categories

21. Individual markers of a category (e.g. indiatloases; times; numbers;
persons,...)

22. Polysemy (= number of meanings of the giverdwo the dictionary)

First describe and capture quantitatively at least of the different phenomena
by evaluating many texts, i.e. take a property @adscribe the texts in terms of
the given entities. Evaluate the repetition in fafdistributions, runs, distances,
auto-correlations, motifs, etc. If they represemmbers (i.e. if you have scaled
the entities in some way), use also Fourier sefiben begin to generalize. Set
up the first hypotheses and test them. Approatieary from different sides.

Finally, formulate a theory of repetition of lingtic entities. Elaborate on
boundary conditions for language, text-sorts, Btoceed in the following way:

Whatever entity you use, search for answers tdall@ving questions:

I. Are there some tendencies concerning speciatisyauthor, text sort,
age, education, historical time of text creatiamguage, etc.?

[I. Which entities display an evident Skinner effe
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lll. If you consider merely the class of nounswhoan e.g. “nominal
style” be expressed (measured)?

IV. What are the properties of the distribution distances between
identical entities (moments, Ord’s indicators, skess, asymmetry, etc.)

V. Can some laws be conjectured?

VI. How does one set up a theory of sequentiacsire?

VII. Does the Weber-Fechner law intervene?

VIIl. Can a concrete hypothesis be derived fromearisting repetition
theory?

IX. If a tendency is found, how can it be intetee linguistically sub-
stantiated and derived from the background theory?

X. Which of the entities display random distan@@sing Z6rnig’s model
or the Poisson process) and which are not “quaatiom. If they are not random,
make conjectures about the background mechanism.
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2.4. Frequency sequences

Problem

Study the sequence of word frequencies in two fof@alsas word forms, (b) as
lemmas. Compute the distances between equal fregserand propose a
function expressing the relation between x = dsaf(x) number of distances of
size x.

Procedure

First, read the problerBequences in texnd use the references quoted there.
Now take a text and compute the word frequenciés ¥ou obtain two variants:
lemmas and word forms. For each variant separagghace the words (lemmas)
by their frequencies to obtain a sequence of nusitegresenting the frequencies.
A simple program allows you to compute the distanoetween equal frequen-
cies. The distance is considered as the numbetept :necessary for coming
from a number to the same number. It is simplyrtheber of steps between the
two identical numbers (= 1 + intervening numbeifgke into account only the
next identical number (not all).

Now set up the distribution of distances, x = ahse, f(x) humber of
distances of size x. Propose a model for this teBual not consider it a discrete
distribution, otherwise you get problems with paglibecause many distances
are not represented at all. That is, you may degheemodel from whatever well
substantiated background but at last, considemply a function (i.e. without
normalization) and ignore the classes with freqydhc

If you do not like complex derivations, use thefZAlekseev function
which is well substantiated, fit it to the data atdte your two results (lemmas
and word forms). The Zipf-Alekseev function is aeftl as

f(x) = @ *P >

Wherex = distance classes. The paramet@lepends merely on the frequency
f(1), i.e. it is some function of the text size,stmply the number of distances of
length 1. The above formula is a modification ofp®%s law”.

Perform the computation for many texts and statether parametdy is
linked in some way with parametarFind the form of the link.

If both dependencies (i.e. the Zipf-Alekseev lietaand the link between
parameters) hold, study texts in other languagede Svhether there are outliers
in one of the two functions and find the “cause’tbis phenomenon, e.g. the
style of the author, the text-sort, the morpholagtgpe of the language, etc.

The continuation of this research direction carnpbgormed as follows:
Since parametea is the fundamental one in this relationship, gesimply the
rank-frequency distribution of word/lemma frequa&win the text and fit the
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Zipfian function (power function) to the rankg.(You obtainf(r) = m/r*. Study
the relation of the parameteto the parametex in the Zipf-Alekseev formula.

If you drew an elementary control cycle for thetdnces between equal
frequencies, add to this cycle that of rank freqiesy Then step by step add
further properties.

References

Cf. References to the problédequences in texts
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statistics for sequential text properti€dottometrics 2650-94.

2.5. Theworld view of language

Problem

No language reflects the world in the same wayneafdranslations from one

language to another are always possible. The cts@m the words are our
creations. Things, processes, properties, circuroeta relations may be ex-
pressed differently, there is no one-to-one cowedpnce, not even between
very near languages. Study the differences in @ictexl domain and express
them quantitatively.

Procedure

(1) Use the first hundred words of a bilingual dictipnand find the num-
ber of translations for each word of the basic legg into the other. If there is
only one corresponding word, then x = 1, for twanslation words x = 2, etc. Set
up the distribution of correspondences. The remula mixture of semantic
diversifications in the first language, of diffetamorld view of both languages
and of a different classification. Using this baakgnd, set up a hypothesis,
translate it in the language of mathematics, salamd fit the model to the dis-
tribution data obtained empirically. If the empaicdistribution is not quite
smooth, add further words to your data.

(2) Take a special lexical domain, e.g. spatial prewos (n, on, to, from,
above, below, behind,).in both languages, write those of the first laagg! in
one column and those of the other in a second. Téwking in the dictionary
join the (spatial) translations of each preposiiiothe first language with those
in the second using an edge. You obtain a bipagtaeh. Using the literature on
graph theory express the properties of this grajamutatively.

(3) Take a longer text and its translation in anotl@rglage. Prepare a
contingency table: in the first column (left) wrilee prepositions of the original
language, in the first (top) line of the table tindividual translations. In the
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translation (top line) write not only the prepasits of the second language but
all means that were used in the translation. Ydaiola table of correspondences
in which the numbers express the strength of cpomdence. Evaluate (a) the
semantic diversification of each preposition in tingt language, (b) evaluate the
whole table using appropriate methods. Proposendicator of divergence be-

tween the spatial systems of the given languages.

(4) Study other restricted semantic systems in twoudaggs both in the
dictionary and in texts. Show that there are déifees because, in text, the style
of the translator is a further factor. Do not usetr texts.

(5) Study other restricted systems only in one languagkdescribe them
quantitatively.
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2.6. Climax types

Problem

Climax is understood as the increase of some phppersentence or verse or
text from the beginning to the end. RmoblemsVol 4.: 2.3. The course of poly-
semy in sentenceje considered the polysemy of words. Generalizepthblem
to different properties — separately for versesiesees and texts — and if you
find some tendency, capture it formally.

Procedure

First take a poem and study a given property ofd&an each position of a verse
separately. Consider each verse length separadelube the positions of com-
ponents are relative to the length of the constr@oinsider at least one of the
following properties: word length, polysemy, morpdgical complexity, fre-

guency (in the given text), the number of hrebsvtoch it belongs, degree of
abstractness vs. concreteness, degree of spgcificigenerality, number of as-
sociations (taken from an association dictionatle number of grammatical
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categories it expresses. You can omit some wortisldscribe exactly what you
do. If you state a tendency, express it using glgifunction.

Do the same for sentences. Replace the wordsebyatlues of their prop-
erties in the whole text and study the course efullue in each equally long
sentence.

Then consider a text and take into account eactesee. After defining
the properties of sentences, perform the same tipesaas above and find the
respective tendencies. Consider also the propeofiedauses and classify the
sentences according to the number of clauses. $tedyosition of nouns in each
sentence of the same length.

Study the increase of intensity, force, etc. mplot of a story. Here, quite
new methods of scaling are necessary. You candinte new vistas.

Generalize the results in two ways: (a) How dopprties in general
behave and (b) how do levels (word, clause, veesgience) behave? In order to
solve the last problem, compare several languaes.trends may be positive,
negative or not existent at all.

Construct a theory of climax step by step. To #nd express everything
in the form of mathematical models, even if, at beginning, you must apply
inductive methods.

Be aware of the fact that you seek the existendefarms of climax and
not just any kind of sequence.
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2.7. Continuous modeling of sentence length

Problem

If sentence length is measured in terms of the musbf word, one cannot
always find a discrete distribution applicable ttadof this sort. Use published
data, consider the individual lengths as averagesmtinuous intervals and find
an adequate continuous function capturing the eooirslata.

Procedure

Consider, for example, the data presented by Pylekz(2013) concerning sen-
tence lengths in the Russian novel Anna Karenin&.bly Tolstoj. The distribu-
tion is bell-shaped. Grzybek fitted successfullynxed negative binomial dis-
tribution having five parameters. Since one trestoid mixing — because it is
not easily interpretable, especially if one doeskmow the boundary conditions
which might cause it —, use the available softwarg. TableCurveyand find an
adequate continuous function with less than fivepeters. Avoid polynomials.
Then transform the function into a discrete disttiin using the standard pro-
cedure proposed by Matek and Altmann (2007). Needless to say, you rkgy s
the last step because modeling means merely findimgrmalized and easily
manipulative image.

Scrutinize further texts containing at least 1@@tsnces. First, use only
texts of the same language; then extend your resaardifferent languages. If
you obtained the same result for all texts, sethgprecurrence function of the
discrete distribution and derive it from the unifieheory (Wimmer, Altmann
2005). Interpret the parameters linguistically.

If you obtained several different functions (dlsiitions), interpret them
by linguistic boundary conditions, e.g. synthetianalytism, style, etc. Strive for
a theory.

Measuring sentence length in terms of word numbeans omitting the
level of clauses. Clauses are the immediate caestis of sentence. Introduce a
second independent variable represented by someidanof clause length
measured in terms of number of words, e.g. theymodf clause lengths in the
given sentence. You obtain a function, §.¢.f(x) + g(2), ory = f(x)*g(2), etc. If
you obtain plausible results, test other phenomeveluated by omitting the
immediate lower level.
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2.8. Thematic concentration 1

Problem

In Problems Vol. 12008 60f.) and/ol. 3(2011: 131 ff), thematic concentration
of a text has been measured in relation to theihtp®efine it now as the
frequency of autosemantic lemmas having the frecqpuén> 1 divided by the
sum of frequencies of all lemmas whose frequengyasater than 1. That is, omit
hapax legomena and consider only words occurrimhggat twice.

Procedure

Take a text and perform the usual word count. Hongfly synthetic languages it
Is better to lemmatize the words, otherwise mamgnfowill belong to the hapax
legomena. Then set up the proportion of autose®gotcurring at least twice in
the set of all words occurring at least twice, i.e.

wherer ist he rankf, is the frequency of a word (> 1) at rank’ is the rank of
an autosemantid,- is the frequency of an autosemantic (> 1), nd the set of
all words whose frequency is greater than 1.

Since this is a proportion whose expectation &s t&st the hypothesis (a)
using the exact binomial test whether TC signiftbadiffers from 0.5 and (b)
using the asymptotic two-sided normal test fodgsiation.

Perform the investigation on several tests ineast two text-sorts and
show the difference. Perform the investigation lo& $ame text-sort in two dif-
ferent languages. You may take also the translatidhe same text, e.ge petit
prince Can you detect some differences?

Follow the development of a writer computing TChis or her texts over
the course of years. Is there some change in tbgts®

30



Text

References

Cech, R., Altmann, G. (2011Problems in Quantitative Linguistics Vol 3.
Lidenscheid: RAM-Verlag.

Popescu, I.-I., Altmann, G. (2001). Thematic cotiion in texts. In: Kelih, E.,
Levickij, V., Matskuliak, Y. (eds.)lssues in Quantitative Linguistics Vol
2:110-116Ludenscheid: RAM-Verlag.

Popescu, I.-I., Kelih, E., Matek, J.Cech, R., Best, K.-H., Altmann, G. (2010).
Vectors and Codes of Tektidenscheid: RAM-Verlag.

Strauss, U., Fan, F., Altmann, G. (26))83roblems in Quantitative Linguistics
Vol 1. Ludenscheid: RAM-Verlag.

2.9. Thematic concentration 2

Problem

Quantify thematic concentration of a text by anigatbr expressing the associ-
ation of its sentences. First define exactly whaasasociation is, then define an
indicator and find its sampling properties.

Procedure

One of the possibilities is: (a) to number the srogés, (b) to define the associ-
ation, e.g. two sentences are associated if thajactothe same lemma, a syn-
onym, a metaphor, or a reference; (c) to set upaaixncontaining all associ-
ations or connections between sentences (the upaegle is sufficient). Since
the matrix represents a graph, you can use theectimity of the graph as a
measure of concentration. The simplest way iske the ratio of the number of
observed connections (edges or non empty cellh@fntatrix) to all possible
connections(n-1)/2 wheren is the number of sentences in the text.

Characterize several texts in this way — takeeddffit authors, different
text-sorts, different languages, different histaritmes in one language, etc. —
and first classify the texts using a standard nektifoyou obtain “clear” classes,
you have the first result. If not, perform tests ddferences using the given ratio.
Show that some texts significantly deviate from tf@ue 0.5, i.e. they are
significantly strongly or weakly connected.

Take any other property of texts and search fares&ind of dependence
between this new property and thematic concentratib you find at least a
significant correlation, fit a function to the deykence, derive it using a differen-
tial equation and substantiate the equation lirigpaky.

Add stepwise further properties and construct ratrob cycle (cf. Kohler
2005).
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2.10. Thematic concentration 3

Problem

Define thematic concentration as the mean squagghtibn of the pre-h ranks
of autosemantics from the h-point. Derive the samgpproperties of this in-
dicator, analyze several texts and compare them.

Procedure

First state the rank frequency distribution of Eas@mas of a text. Then compute
the h-point as indicated in the literature. Mar& tanks of all autosemantics (A)
smaller thanh using an apostrophe, i.e. & Compute the sum of squared

deviations a:Z(h— r')? f(r') and divide it by the sum of frequencies of all
r'gA

lemmas whose rank is smaller tHarsayN,. Now perform an asymptotic normal

test for the difference between texts. The variableerer’, while h andN, are

constants. You may use the mean rank of autosersantthe pre-h domain.

Analyze several texts using lemmatizing softwatafe the value of this
indicator in all texts and compare them. For thstfian ordering of texts (with-
out testing) is sufficient.

Elaborate on characterizing text sorts. State mdrethere are other prop-
erties of texts linked with this indicator, for emple entropy, repeat rate, etc.
Interpret the results linguistically.

Set up other different indicators of thematic cartcation and substantiate
them linguistically.
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Use short but complete texts, e.g. poems, press, teut do not use text
mixtures.

Performing the tests for similarity, state whettiex given text sort, work
of a writer, etc. are uniform, i.e. whether there significant differences between
the texts. Perform tests for each text comparek @ach other, set up a similarity
matrix and use it to draw a graph of text similarithe weights of edges are the
results of the similarity tests. Then compute s@raperties of the graph, i.e.
express the thematic concentration of the giverosé&xts by graph theoretical
indicators.

References

Cf. Thematic concentratioh and 2 in this volume.

2.11. Thematic concentration 4

Problem

Thematic concentration can be evaluated not onlytaking into account the
same words or lemmas but also the “same” meaniAggpose a method of
evaluation.

Procedure

Consider a usual frequency list of word forms aneas. The lemma-list is al-
ways shorter, especially in strongly synthetic langes. Now join all entities ex-
pressing the same concept, for example “She isyptder beauty is overwhelm-
ing.” Consider “pretty” and “beauty” as the samaa@ept. Or “quick”, “quickly”,
“speed”, “celerity” etc. may belong to the same &a not distinguish parts of
speech but collect concepts. Insert in the samalset synonyms, metaphors,
antonyms (which express merely the other extrentkeofame concept).

Now, set up a new frequency distribution and stislproperties. Use all
previous indicators and show how the expressiorthematic concentration
changes beginning from word forms up to conceptal ¥hay try various com-
binations, e.g. placing all pronouns in the santeedgminating articles because
they always belong to some noun, etc.

Strive for a well defined, linguistically well sstantiated construction of
conceptual sets. Try different variations. Finatliptain some frequency distribu-
tions which can be evaluated in the usual way.\Rehe appropriate distribution
leaning against your linguistic substantiationsothbqualitative and quantitative
— and test your hypotheses comparing as manydexitsanguages as possible.

The writer uses words but he does not think “irrdgd. Before he ex-
presses something, he thinks in images. The imagebe incorporated in dif-
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ferent ways of expression. Your task is to captheeconcentration of his mental
images.

The problem does not concern only linguistics inwblves a combin-
ation with psycholinguistics and literary science.

A very good object of analysis is a stage playwimich one can dis-

”

tinguish not only acts but also individual persans their “thematic restrictions”.
References

Cf. Thematic concentration 1, 2,i3 this volume.

2.12. Denotative-connotative concentr ation

Problem

Perform the weighting of elements of individual bsedefined in some way. (1)
Replace the entities of the text by their weigbt®lbtain a time series. Evaluate
the properties of the sequence. (2) Find a funatagturing the frequency of the
weights and define an indicator of denotative-cdatine concentration.

Procedure

First take a short text and analyze it in hrebsu ¥y define them in any of the
n ways. Then set up a scale for weighting the ieatin the hrebs. Consider the
fact that there are synonyms, antonyms, hypernymponyms, metaphors,
agreement, government, references, associatiordiffefent kind), connotations,
suppletivism, etc. Some of them may obtain the samight. Such a scale does
not exist as yet.

Then construct a time series of the weights aaduate the sequence, e.g.
compute the mean, the variance, Ord’s criteriomg-gorrelation, distances be-
tween equal weights, matrix of transition probaieidi, etc. Compare the results
with those obtained from other texts. Make thet fsteps toward the characteriz-
ation of text sorts using your results.

If you defined the weights by cardinal numbers, gethe frequency dis-
tribution of the weights. You may use also a simglilecrete or continuous se-
quence (without normalization). Compute the prapsrof the distribution and
compare it with that of other texts. Compare soimd kf prose with lyric poetry.

Study (a) the development of a text, e.g. stroplse- or chapter-wise but
even sentence-wise is possible; (b) if you analyzederal texts of an author,
study his development; (c) study the developmerat ofrtain text sort, e.g. press
texts, then compare it with the development of smtieer. Strive towards a
textual development of a language.
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At last, define an indicator of denotative-contigta concentration of the
text which must follow from your computations. Dotmmix it up with thematic
concentration which has a different background.i@ethe sampling properties
of your indicator.

References

Hiebicek, L. (1997)Lectures on text theoryrague: Oriental Institute.

Ziegler, A. (2005). Denotative Textanalyse. In: k&ih R., Altmann, G., Piot-
rowski, T.G. (ed9, Quantitative Linguistics. An International Hamubk:
423-44 Berlin: de Gruyter.

Ziegler, A., AltmannG. (2002).Denotative Textanalys&Vien: Praesens.

2.13. Text compactness

Problem

J. M&utek and G. Wimmer (2014) defined text compactresshe relative
number of sentence pairs associated with the saard. viGeneralize this ap-
proach (1) taking into account also the synony@pscénsidering also references
(pronouns, etc.), and (3) proposing an evaluaiidhe weight of associations.

Procedure

First compute the original indicator. Letbe the number of sentence pairs con-
taining the same word. The number of all senterm:iesp's(;), or n(n-1)/2.

Hence the relative measureliSC = 2L/[n(n - 1)]. Compard.TC for several texts
of two different text sorts. Compare all pairs @fts using the asymptotic normal
test (cf. M&utek, Wimmer 2014) and set up classes of texts.

Now, perform the same operation but extend thecgtson of two sen-
tences by taking into account also the synonymh@fgiven words and, if you
want, also the antonyms, hypernyms, hyponyms, daphers. The overall text
compactness will be, perhaps, greater than initbiecse.

Continue taking into account also references gfkind. This is the ex-
treme possibility to solve the problem without weigg, in a straightforward
way.

Set up a text classification. Study the developgneéra writer or of chil-
dren. Compare texts of the same text sort in tWiermint languages.

The “highest” possibility is the weighting of assations. You must intro-
duce a kind of scaling ascribing different degreésassociation to identical
words, synonyms, antonyms, hypernyms, hyponymsapheis, pronouns of dif-
ferent sort, referential associations, etc.
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If you succeed creating such a weighted systeem sudy the number of
sentence pairs associated by a certain weightt #mg an empirical function
capturing this relationship (degree vs. frequend&yge the parameters of the
function for characterizing text sorts, authorsyays, languages. Then derive the
given function from a theoretical background. Tlekground must be linguis-
tically substantiated. Insert all this into a diffatial equation from which you
can derive the given function. If the conditionsarted necessarily in the differ-
ential equation are different (e.g. the requiremehtspeakers and hearers-
readers), derive the new function and fit it to tta#a. Do not remain on the em-
pirical, inductive level but construct step by stepelementary theory.

Compare your results with those concerriingps.
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2.14. Conceptual inertia of texts 1

Problem

The subsequent sentences of a text are usuallyptradly associated. This may
be done not only by the repetition of the same wmrtlalso by its synonyms,
metaphors, hypernyms, hyponyms, references, anaphcataphoras, pronomin-
al representations, etc. Subsequent associateénsest form chains called
Belza-chains. A sentence may belong to severahshamultaneously. State the
length and number of chains and the distributiolenfjths.

Procedure

The problem cannot be solved by programming; uafately, it must be, per-
formed “by hand”. Write each sentence in a sepdiradeand search for concepts
repeated in subsequent sequences. If there istansennot having a common
concept with its predecessor and follower, it forenghain of length 1. The
proportion of chains of length 1 shows the concalptuterruptions but it can be
interpreted in many different ways.
Find a model for the distribution of lengths; exatke the proportion of

length 1 and perform a comparison of texts in otddind some classes of texts,
to study the evolution of a writer, a novel, ortage play. Use the asymptotic
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normal test for the comparison of two proportiong gou can use also the
probability resulting from the binomial distributio

If you have many texts in one language, analyxersé texts in another
one and compare them. Compare a strongly analyiic aastrongly synthetic
language. Can one see the difference from thist pbiview?

Consult the literature concerning text linguistioswhich you find the
different ways of conceptual association.
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2.15. Conceptual inertia of texts 2

Problem

In the previous problem you described the concépheatia in texts and per-
formed a measurement of chain lengths. Take thee darts and measure the
weight of conceptuality of individual componentdi€enh find the distribution of
weights of chains.

Procedure

The words or morphemes do not express the basiceppbnn an equal way.
Direct naming is “stronger”, “more weighty” thanrfexample. a pronominal
representation or a reference or even an ellifisig. “father” is stronger that
“he” or “who”. Ascribe weights to the respective nde or morphemes related to
the basic concept and measure the weights of ohaii chains adding all
weights of the given concept. If there are two ohan a sequence, consider both
separately. Thus a chain has not only a lengthalsat a weight. Now set up the
distribution of chain weights. Derive a function ialn captures this distribution
and characterize the texts by the properties efdistribution.

Compare different texts: scientific, prosaic, poepress, didactic, etc.
ones. Draw conclusions about text sorts.

Then compare languages distinguishing the indaditiexts sorts.

Then take a writer and analyze several of his wavkitten in the same
text sort. Study the development of the writer.
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Pay special attention to stage plays and theieldpwment according to
subsequent acts. Can one distinguish the featurdéleoclassical stage play
theory?

References

See the previous problem 2.14.

2.16. Conceptual inertiain texts 3

Problem

What is the relation of conceptual inertiath@matic concentratioand how can

it be expressed? These two properties do not expres same because con-
ceptual inertia takes into account also synonymetaphors, references, etc.,
while thematic concentration is a property of indal words (lemmas or word
forms)

Procedure

Take a text and compute the vector of conceptuatianleaning against the two
previous problems. Find a characteristic featuige, rmean length of Belza-chains
or some other properties of the fitting functiornef perform the usual word
count and compute the thematic concentration (¢f. Rroblems Vol. 3: 133
Popescu et al. 2009). You can apply any other aeflhed formula.

Perform these two operations for several textde@dt 10) and study the
relation of the degree of conceptual inertia tot thiathematic concentration.
Express the relation by a function chosen indutiveg. by a ready program.
Then substantiate this relation linguistically.itlfis not linear, lean against the
unified theory (cf. Wimmer, Altmann 2005) and setthe differential equation.
Does thematic concentration increase with incrgasmertia or the other way
round? Is the relation significant? Search as lasgyou find an acceptable
function with as few parameters as possible. Douset polynomials. Then take
texts from a different text sort and perform thenesaoperations. If the first
function is adequate also here, take texts fronthemdanguage.

Step by step, generalize the relationship andadslal other properties of
texts (cf. Popescu et al. 2009). Strive for cortding a control cycle similar to
that proposed by Kohler (2005) or insert your cyditectly in Kéhler's proposal
if his control cycle contains some property scriggd by you.
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2.17. Adjective-verb ratio and text indicators

Problem

In Problems Vol. 3p. 124) the relation of Lambda to adjective-veastio has
been studied. Show that the adjective-verb ragfndd asQ = V/(V+A) can be
linked with other text indicators/(= number of verbsi = number of adjectives
in text).

Procedure

First computeQ for several texts (at least 10) of the same text hen com-
pute the frequencies of all words and the followimgdicators: Gini's coefficient
for rank-frequency of words, text compactness, Ouaditerion, the probability of
the given number of runs (éfandV), the arc of the rank-frequency distribution,
entropy, Repeat rate of frequencies, and some dtaticof the distribution of
sentence length. Then taking one indicator aftethear, find their relation to the
adjective-verb ratio. Derive the respective funefs) from the unified theory. If
the derivation is not yet possible, set up a furctnductively.

Then compare all indicators with each other artdupe step by step, a
control cycle. If Q is not linked with some of thesubstantiate the lack of
relation.

In this way, construct a partial theory of texts.

Consider now some other pairs of parts of speedan VY andN), define
for them an analogou3 and continue searching for links to other propstti
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2.18. Unified word length modeling

Problem

Word length frequencies have been modeled in fofndiscrete probability
distributions. Solve the following problems:
(1) Collect all publications concerning word length as&t up a unique
system of probability distributions — if possible.
(2) Consider word length a continuous property and &ndchique function
capturing all data.
(3) If possible, publish the complete bibliographylestst beginning from
1995.

Procedure

First find the last publications which show manydals and the respective re-
ferences, e.g. Best (1997, 2001), Grzybek (200®wgasS (2012). Set up the re-
lations between the distributions and show — ifsgae — that all are special or
limiting cases of a more general distribution. Tisi;wot a simple task because
the most general distribution must not have too ynaarameters. Ignore mod-
ifications of distributions and if you succeed wve the problem at least par-
tially, derive the general distribution using lingic arguments based on lan-
guage synergetics. For the derivation use differeguations.

If you do not succeed, consider the possibilityreating word length as a
continuous variable and find a function which stifintly captures all data. If
you find anomalous cases, e.g. a local minimum syséematic deviation in the
smooth course of the function, modify the functaly for the given anomalous
class. At last derive the function from a diffeiahequation which should be
substantiated linguistically.

If there is a law behind word length, then theuliesbtained must show
also the development of some parameters in a ndeaguage in the course of
time. Study Latin and Romance languages, or Oldr€&h&lavic and modern
Slavic languages or another family whose olderestadtnown.

Present a unified theory.

See esp. the problein6. Length levelsn this volume.
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2.19. Poetic and rhetoric figures 1

Problem

A special aspect of style can be scrutinized amadythe presence of poetic and
rhetoric figures in the text. One can find completes of figures on the Internet
or in books on poetics. Set up hypotheses aboutrdladion of text-sorts to
special poetic figures, perform a measurement @stdypur hypotheses.

Procedure

First prepare abbreviations of the individual figsiin order to be able to present
a text as a sequence of figures. You may adhesesfiecial school but you must
present a list of figures you used for the analy3ieen take a text and analyzing
it sentence by sentence set up a sequence of Vaétimes) of poetic figures.
This part of the problem is not easy because ittibesnade by hand and every
sentence must be thoroughly analyzed.

Begin with short texts of the same text-sort, gugss texts or poems.
After having set up the vector of figures for theeq text, perform the following
analyses:

(1) Set up the rank-frequency distribution of the indiial figures.
Conjecture a hypothesis concerning the distribugarrfunction) and substantiate
it linguistically, e.g. there are figures which agammatically necessary, other
ones are specific to the text sort, still other onepresent personal style, etc.
What is the form of the distribution? Compare vasidexts and state the dif-
ferences. The hypotheses will be somewhat diffibaltause nobody cared up to
now for their deeper roots.

(2) Set up the spectrum of the figures, i.e. a distioiouin which the
independent variable is the occurrence x and tphermt#ent variable y is the num-
ber of classes occurring exactly x-times. This easily be performed using the
resulting vector. Again, compare the texts for &nitiy using a chi-square or a
rank test.

(3) Compute the distances between identical figurethénvector, set
up an indicator of the distances, derive its varaand compare again various
texts.

(4) Show that the proportion of poetic and rhetoriafes is not equal
in the text. Set up confidence intervals of, sagtaric figures in individual texts,
and compare the proportions in different texts.
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(5) Can the poetic or rhetoric figures be scaled? Téia complex
problem, not easy to solve. First define some ptaggeor dimensions in which
the figures may be situated. The simplest way isttoly the aim of the figure.
Then ascribe the individual figure a degree ofdhen property. The degree is
the independent variable and the frequency is #pendent one. You obtain a
distribution or a function. Find the form of thenfttion. Make the first steps in-
ductively, i.e. use software which finds many ajppiate functions. Then choose
that function which seems to be adequate for &t e texts of the same text
sort or author. Derive the function from a (lingigally substantiated) differen-
tial or difference equation. Apply the functionélh texts you analyzed and order
the texts according to some parameter of the fanctharacterize the texts by
an indicator computed from the given function (engan, Ord’s criterion, asym-
metry, excess, entropy, repeat rate, etc.) and ammjor at least order) the texts
in order to see whether there are differencesoskible, avoid polynomials and
select a function with a small number of parameters

(6) Strive for a theory resting on hypotheses, linkisvieen properties,
derived functions and tests.
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2.20. Poetic and rhetoric figures 2

Problem

The writer usually does not know the names or tren$ of poetic or rhetoric
figures — just as a cook does not know the moleadenposition of his material,
— (s)he merely knows the effect (s)he wants toeaghiBut if (s)he strives for a
special effect or expression, (s)he spontaneoymsiiress the same type of figures.
Classify the figures according to the effect thbpudd evoke — you can set up
qualitative classes or quantitative scales — aauster the results of your concept
formation into the analysis of some texts.

Procedure

The simplest way is to take texts whose aim is km@nd thereafter to study
which kind of figures were used. But even if th @& known, the effect to be
evoked may be obtained by various poetic meanscéjelmegin to work ex-

ploratively: Take a text, state in it all poeticdarihetorical figures, let some test
persons read the text and tell you their impressi@tassify the impressions and
ascribe them to the topical textual means. Afterigaanalyzed several texts
(according to your choice) state the possible agBon between effect and the
present figures.

In the second step, perform a scaling of possffiects. You must pro-
pose some scalable properties and ascribe a gegreeal (or an interval) to the
figures occurring in the text.

The other way round, you can take a list of figuaad ascribe to each of
them the possible effects. Then analyze a text state the distribution of
numerical effects. You obtain a relation betweendffect-property and the kind
of figures representing it.

Having chosen this way (without test persons), gan classify texts and
search for links between effects expressed by éguand other properties of
texts. As a matter of fact, you would try to incorgte poetic and rhetoric figures
into an embryonal theory of texts. This is, of gyra very long way, but in any
case you can strive for ascribing sets of figuogtgxt-sorts.

If there is already an a priori classificationtexkt sorts, you can study the
kinds of figures occurring in the individual classéit last, text sorts can be
classified according to the figures occurring iarth(significantly).
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2.21. Theworld view of awriter

Problem

The world view of a writer (restricted to the giveext) can be observed and
evaluated in various ways. In general, the certtrame (word, term) is as-
sociated with other ones. Significant associatimay be presented in form of a
graph whose properties may be evaluated. There bmayore than one graph
representing the given text. The set of graphsesgmt the world view of the
writer. It may be called also denotative concermdmtetc. Find the set of as-
sociative graphs for a given text and evaluatadke

Procedure
Take a longer text and consider each sentencenseffar associations. The
definition of the sentence boundaries depends am gecision. The word may

be represented also by its synonyms, metaphoeserefes, uses in other word
classes, compounds, etc. Since you must use seftwwarould be better to re-
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place all entities of this sort by the “main” wordompute the coincidence of
different words and set up a matrix (or a graphjtaming the probability of the
given or more extreme coincidence in sentenceslagtt use the matrix and
transform it in a graph containing only significasisociations.

The graph represents the world view of the wi(fter the given purpose).
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2.22. Adjectivesin text

Problem

Adjectives make a text more ornamental — evenay thre not the only means to

create ornamentality —, the expressions more ettast,are able to evoke images,
emotions, etc. Describe the adjectival state ottélxg a work that can show new

ways in textology.

Procedure

First take “all” adjectives of the language andfpen a classification. This can,
of course, be done also with those taken from quiacy dictionary or from a
corpus but there are also long lists in severajdages on the Internet. There are
various possibilities of classification, show selesnes but choose only one of
them.

If you have the classes, make the second stephwhienore difficult:
determine a property which can be used for scdhrgdjectives in each class. It
may be a semantic criterion, a criterion expressingertain attitude, a kind of
gradation of a certain property (etgce, pretty, beautiful, ),.grammatical func-
tions, etc. Then order the adjectives in each céas®rding to this property.
Some of them will stay at the lowest level, som¢heim at the highest, the other
ones may form a “staircase” or stay at the samel.l&&ome of them are not
scalable because they serve identification.

In the third step, set up a scale from zero to @nftom zero to ten, etc.,
and ascribe a degree to each group within the gilesss. That means, perform a
kind of scaling. The second and the third steptlaeemost problematic ones and
whatever you do, they can be criticized, changehterpreted, etc. But this is
the usual way of science. You can restrict yoursely to one selected adjectival
class.

In the fourth step, take a text, ignore all nomeatives and replace the ad-
jectives by their degrees. You obtain the “adjedtixector” of the text which can
be further processed.

(1) First set up the distribution of degrees anthgute some indicators,
e.g. mean, variance, Ord’s criterion, entropy, a¢pate, etc.

(2) Find a theoretical distribution or a functicapturing the empirical
distribution and interpret it qualitatively. Forample, does the author strive for
an extreme expression of a property (using e.gerfafpves), is he moderate,
pejorative, etc.?

(3) State the rank-frequency distribution of tHasses. Does the text
prefer a certain class or are all classes repregemtiformly. Does the represent-
ation of classes have a relation to the theme etekt? In texts on physics one
will not find adjectives belonging to the “beautglass but rather to that re-
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presenting physical properties, etc. Can one ascthib text to a special text-sort
leaning against the occurrence of adjectives?

(4) Study the vector itself, i.e. consider it mei series. Is the oscillation
random or can you find some regularities? If sefquen a Fourier analysis or fit
an increasing or decreasing function. If necesgaesform the analysis applying
moving averages. Find the breaks in the sequence.

Now, analyze another text and compare it withfitse one. Where are the
differences? Continue analyzing the same authdnsfher development, study
text sorts, compare translations of special wankdifferent languages.

If you have some indicator of the given propefityd its relation to other
text properties, i.e. begin to construe a contyle in which some of the
properties of the adjectival vector are linked wather ones. Make the first steps
towards a theory but do not simply collect datateshypotheses and show their
place in the control cycle. Study the adjectivesribelves: is the given degree
associated with another property, e.g. its phoncédgr morphological length,
the length of the sentence (e.g. the longer théesea, the higher the mean
degree of adjectives occurring in it)? Is the degoé the adjective associated
with the number of words derived from it? For diffet other properties and
control cycles, see Kdhler (2005).
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2.23. Adjectival motifs

Problem

Classify the adjectives using some of the poss#sli(cf. e.g. Yesypenko 2008;
http://de.wiktionary.org/wiki/Adjektiy and symbolize the classes by abbrevi-
ations. Then state for a text the sequence of tgscand set up R-motifs as
proposed by Beliankou, Kohler, Naumann (2013).l&ate the rank-frequency
distribution and the length-frequency distributmradjectival motifs.

Procedure

First set up the classes of adjectives. You cath imumber of possibilities on
the Internet. The classification depends on thedithe linguist who determined
them (there are e.g. for English, the classificaagcording to function: attribu-
tive, predicative, postpositive, substantive). Eelelss should be symbolized, e.g.
by a letter or number. Then take a text and whigedymbolization in the order in
which the adjectives occurred. You obtain a longuseice which should be
segmented in R-motifs. The method can be foundehaBkou, Kdhler, Nau-
mann (2013). In practice, a new R-motif begins wtik symbol that already
occurred in the preceding motif but sometimes omstrmake decisions. Con-
sider the length of motifs, i.e. the number of sgisbin them, and set up the
length distribution. Then set up the rank-frequedcstribution, i.e. order the
frequencies of individual motifs according to theacurrence; at last, set up the
spectrum of occurrences (i.e. X = occurrence, ymlver of different motifs that
occurred x-times).

For each aspect propose either a distribution dunation and test it.
Perform the analysis for various text sorts in orbeshow that different text
sorts use different kinds of description.

Read allProblemsin this volume concerning motifs.
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2.24. Stylistic centrality

Problem

Consider stylistic centrality as a tendency of athar to use a special device in
as many of his texts as possible. The device mgyhbaic (e.g. alliteration, as-
sonance, type of rhyme, etc.), morphological (evgrd complexity, special
derivation type, compounds, etc.), syntactic (semtence length, clause length,
type of sentence, poetic word order, etc.), redatovdiscourse (e.g. special types
of speech acts, length of monologues, etc.), léx{eag. use of a special
vocabulary, proportion of hapax legomena, rankdesgy distribution of word
forms or lemmas, etc.), semantic (e.g. extent digeeny of words, foreign
words, old words, semantic structure of compouetts). You can propose any
property which is not constant but expressed inrelegyy Compute an indicator
expressing the given property, compare the textsifuilarity and evaluate the
similarity matrix.

Procedure

Take as many texts of a writer as possible or demghe individual chapters of a
book as separate texts. Then compute an indichtady used in textology for
each text. Propose a test — usually one applieadfptotic normal test — for
which you need the variance of the indicator. Thempare the texts with each
other and set up a matrix of similarities.

Characterize the writer, say, by the mean of thelarities omitting the
diagonal of the matrix which is always 0.

Then consider only those pairs of texts which ldig@ u-value (normal
variable) smaller than 1.96 (in absolute value).itQhe rest of the table. Then
consider the number of these significant similasitand compute their proportion,
l.e. their number divided by the number of cellghe matrix. Omitting the dia-
gonal and taking into account the whole matrix ¢haren(n - 1) cells. If you
want to compare a writer with another one, use pnigortion, derive its vari-
ance and use both for the comparison.

Another possibility is to consider the whole magomitting the diagonal),
considering only the significant similarities (fi|1,96) and for each row state
their number. Divide the row sums loyl (number of compared texts). The
vector of these values is characteristic for théewrit is an indicator of his
stylistic uniformity in the given domain. Now youamy either set up a distribu-
tion or compare the vectors of two writers compgitthe arccos of the angle
between the vectors.

The problem must be processed with the aid of mpeter and with a
team of collaborators. It is too extensive becatusencerns many writers, even
languages, but it is also a problem with a widezwor.
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Do not use text mixtures, consider each text separate unit. If you use a
corpus, analyze each texts separately!
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de Gruyter.

Zornig, P., Popescu, I.-l., Altmann, G. (2015).tiStecal approach to measure

stylistic centrality Glottometrics 32, 21-55.

2.25. Text sorts

Problem

Text sorts have been defined in order to studydifferent structuring of texts
and because we automatically classify the objeicteaity in order to get better
orientation. We may conjecture that if a text sam be defined, it must differ in
some sense from the other texts sorts. The most ei&erentiation is that by
menas of quantitative indicators. Study the progerof texts sorts and test the
differences.

Procedure

Do not analyze texts but use those that were ajraadlyzed by other scientists.
Linguistic journals are full of analyses. Defineottext sorts and find all sources
concerning the given property. The number of prigeris infinite, we can
mention here only twenty of them: word length, sect length, morphological
complexity of words, sentence complexity, polyseofithe words in text, fre-
quency distribution of words, word classes in texeb-adjective ratio, entropy,
repeat rate, Ord’s criterion, Gini’'s coefficienoabulary richness, the associ-
ation graph of the text, clause centrality, rhet@ripoetic figures, syllable types,
syllable length, meaning abstractness/concretemasaning generality/ speci-
ficity, etc. This list can be extended accordinghe interest of the researcher or
to the available data.

Chose one of the properties and find the comgleteature containing
data. Compute an indicator for all data; clasdiy texts according to the assum-
ed text sorts. For each group of data belongingecsame text sort compute the
mean of the chosen indicator. Consider the indicatsimple number. Then
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compute the variance of the indicator for each grand the variance of the
mean (= variance of the indicator divided by thenber of texts).

First order the texts according to the mean ofinldéecator in order to ob-
tain a first image. This order shows you the bebraef texts and helps you to set
preliminary limits to text sorts from the scrutiatz point of view.

Then perform a t-text or a normal test for thdeltdnce of text sort pairs.
Use the means and the variances of means. If yoeideveral text sorts, you can
present the result in form of a graph: the vertaesthe text sorts, the edges are
the similarities. Express the situation from thewpoint of the given property in
form of graph density, path lengths, etc. You naletinto account not only the
existence of an edge but also its strength (expdelsg the similarity test)

If you obtained a satisfactory result, continuerkirgy with other indic-
ators and elaborate, step by step, a theoretic&lgpaund for text sort analysis.

Study the similarity of graphs constructed onlihsis of two different in-
dicators. At the beginning, you may use also faetoalysis but later on use
rather the theory of fuzzy sets.

References
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All volumes ofProblems in Quantitative Linguistics

2.26. Nominativity vs. predicativity 1

Problem

Some texts prefer nominativity, i.e. registratidriacts, other ones describe them
using predicates of the first level, namely adjegi and verbs. Omitting
auxiliary and modal verbs, test to what extentxa inominative or predicative.
Perform the procedure using individual texts ofshene text sort. Then compare
the text sorts.

Procedure

Take a text and count in it the number of nouns éd)ectives (A) and verbs (A).
Omit auxiliary verbs, copulas, modal verbs. Settlp vector (A,N,V). Then
define a nominativity indicator, e.g. QN = N/(A+N¥}\Since this is a proportion,
derive its variance.

Perform the computation in several individual seaf a certain text sort.
Order the texts according to increasing QN andckedor an interpretation.
Analyze poems of a certain author and order thenording to the year of
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creation. Compute the above indicator a searcthibdevelopment of the author
in the given sense.

Take means of the indicator for a group of textd aompare them with
text of a second group. Strive for a nominativitgssification of text sorts. Per-
form the asymptotic normal test.
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2.27. Nominativity vs. predicativity 2

Problem

In the problem ,2.26. Nominativity vs. predicatiil” you defined a vector and
expressed the above properties by an indicator. dowgider the problems “6.4.
Measurement of verb activity”, “6.1.Abstractness raduns” and “2.22. Ad-
jectives in text” and define a measure of nominitivs. predicativity. Analyze
texts and perform their classification.

Procedure

Before you begin to analyze texts, quantify therdegf a property, the degree
of activity of verbs and the degree of abstractites&reteness of nouns. Any
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trials will be preliminary but after having analgzmany texts, you obtain a wide
horizon of possibilities. For decisions about tlegmke of N, A, V you can use
also test persons and perform the Osgood scaling.

Now take a text and set up the sequence of A, dN\arThen to each of
them write the degree of expressing the given ptgpAs a matter of fact, you
obtain now three vectors: one for adjectives aradr throperty degree, one for
verbs and their activity degree and one for noums their concreteness/ ab-
stractness level. Then study the individual vecfajsstate whether they display
some tendency from the beginning to the end ofdke if so, find the respective
function; (b) study the correlation between theelesf the noun and the degree
of predicates (verb and adjective) belonging tdimg an appropriate function
expressing these relations.

Define an indicator characterizing these propgrtiethe text. Derive the
variance of the indicator and an asymptotic nonasil for comparing the means
of two texts.

Search for other properties of the respective woedy. length, morphol-
ogical complexity, polysemy, frequency, etc. anudftheir links to the above
properties (degree, abstractness, activity). Stovex synergetic control cycle in
which there is place for these new properties.

References

See the problem “Nominativity vs. predicativity 1”

Kdhler, R. (2005). Synergetic linguistics. In: KéhIR., Altmann, G., Piotrowski,
R.G. (eds.),Quantitative Linguistics. An International HandbookG0-
774.Berlin: de Gruyter.

2.28. Predication

Problem

Here, predication is understood as a specificabiothe respective word. Thus
nouns can be specified by verbs, adjectives, asgiiaonjunctions, ...; verbs can
be specified by adverbs, conjunctions, modal vestis, Elaborate on the scaling
of predication and analyze texts.

Procedure

Elaborating the scaling procedure and analyzingxé ffou can use any type of
grammar — if it is suitable, but you can use als® ¢ategories from philosophy.
The results will be different for each type of graar — andeo ipsoincompar-
able. Find a procedure which can be used by evdgylathout deeper knowl-
edge of a grammar type.
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You must make a lot of decisions. The principletli® entity which spe-
cifies has a higher predication value than the ifipdcentity. Begin with the
topic (e.g. noun), state all parts of speech tlaat specify it and ascribe them
value 1. Then consider those entities which spetithe noun and search for
those that specify the first level entities. Aserthem value 2. Continue until you
obtain the degrees of all. Then set up the lista@fds and their degree; if a word
had several degrees, use always its highest degree.

The same can be achieved theoretically but theedsgmay be different,
e.g. some languages do not have articles, othexwnrte them together with the
noun, some languages omit the copula, other oniés the preposition together
with the word, etc. hence, an ad hoc solution ceptable.

Then take a text, write the sequence of predicadiegrees separately for
each sentence. Perform the following computations:

(1) Compute the mean of each sentence and set up shéwlion of

degrees.

(2) Find a theoretical function capturing this disttibn. Consider it
simply a (non-normalized) function.

(3) State the forces that may be present in formingrdesice (cf. Kohler
2005), and insert them in a theoretical model.

(4) You may begin to seek a function inductively anteahaving pro-
cessed many texts you can begin to theorize.

(5) Find a link between the mean predication level sertence length.

(6) Classify the sentences according to the grammatheflanguage;
ascribe each sentence type the respective levergdfm a text, find
their means and order the sentence types accotditite mean pre-
dication values.

(7) Using this order compare several texts by mears wbn-parametric
test.

(8) Compare also various text sorts. Since they diffehe types of pre-
dication, you may obtain a quite different viewtext sorts.

References
Kohler, R. (2005). Synergetic linguistics. In: KéhIR., Altmann, G., Piotrowski,

R.G. (eds.),Quantitative Linguistics. An International HandbookG0-
774.Berlin: de Gruyter.

2.29. Sentence length

Problem

Sentence length measured in terms of clause nurhberbeen studied in several
investigations. One always tried to find a discretebability distribution fitting
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well to the data. Change your mind and find a sar(pbn-normalized) continu-
ous function capturing all available data. Intetghe differences of parameters
as boundary conditions. Omit all works computingteace length in terms of
word numbers. Their number is enormous but theyt amintervening level, i.e.
they do not measure the given entity (sentenceég¢nms of its immediate con-
stituent. The more levels one omits, the more ¢sealts approximates a fractal.

Procedure

First, set up a bibliography of pertinent work®.(iconcerning measurement of
sentence length in clause numbers) and publistygitie Glottotheoryor Glot-
tometrics Then exploit all available data. Begin to seanotiuctively for an
adequate continuous function. You may UIIEREG, TableCurves, Origior
other software fitting mechanically functions tdaldf you succeed in finding at
least a family of functions, classify the textsydfithe relation of the function to
the text sort, to the language or to the developroka writer.

B. Niehaus (1997: 213) formulated ten questionglwban be associated

with sentence length research:

(1) Is sentence length characteristic for the stylaro&uthor or a text sort?

(2) Can sentence length be used as a criterion to gmgblems of
authorship?

(3) Are there sentence length changes of a speakdreirtdurse of his
life?

(4) Does sentence length develop from primitive fornpsto complex
scientific texts?

(5) Which factors are active in forming sentence lefigth

(6) Which mental processes are active in sentence amne?

(7) What is the link of sentence length to other propserof sentence and
of other language entities, or, in other wordswimch control cycles
does it play a role?

(8) To what extent is sentence length a factor fortexedifficulty?

(9) Are there mathematical models describing adequaleydistribution
of sentence lengths?

(10) Are sequences of sentence lengths chaotic, stachastetermin-
istic ones?

The solution of at least one of these questionsldvopen a way to theory
building.
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2.30. Sequence of valencies

Problem

Valency of verbs has been discussed especiallyoin 3/of Problems Study the
sequences of valencies in texts, their propertiescampare both texts and text
sorts. The definition and description of verb vaies can be found in many
“qualitative™linguistic studies. One may consuls@ dictionaries of verb val-
encies. In any case, one may be confronted witereift definitions.

Procedure

Take a text and create a sequence containing thietuof valencies of each
verb, i.e. construct a numerical sequence. Defkaetyy your conception of val-
ency and its evaluation. Having the sequence, ghuljollowing properties:

(1) Set up the empirical distribution of the valend@seach text
separately.

(2) Compute some properties of the distribution, e.gam variance,
Ord’s criteria.

(3) Compare the homogeneity of distributions, e.g. §imgithe chi-square
test, and state whether texts of the same text aertsimilar’” or
whether texts can be classified according to tlygeseof verb valency.

(4)Find a theoretical model of the distribution, i@erive it using
linguistic arguments. A more comfortable way isfited inductively
the distribution or a function using a softwaresrttderiving the model
a posteriori and substantiating it linguistically.
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(5) Dissect the sequence of valencies in Kéhler-Naursanmotifs and
study their properties, i.e.

(6) Set up their length-distributions and characteitizn.

(7) Compare the analyzed texts.

(8) Set up the rank-frequency distribution of motifearacterize it and
derive it theoretically.

(9) Compare the rank-frequency distributions of matfendividual texts.
If possible, classify text sorts.

(10) Perform the analysis using the same text in vari@auguages.

Solve several problems enumerated in the probBaguences in texh this
volume.
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3.1. Adnominal modifiers: Symmetry

Problem

Adnominal modifiers may stay in front of the noun I(eft, L) or behind the
noun (= Right, R). Some of them may be interrugigdhe noun, i.e. embrace
the noun. State the symmetry of the occurrencelobminal modifiers and com-
pare some text sorts.

Procedure

First, use the current literature to be able taniidig adnominal modifiers. Now
take several texts of the same text sort, e.gtemriby the same author, and for
each text compute the number of all adnominal nexdif(= n), the number of
left modifiers (L) and the number of right modiefR). Omit all the other ones
or take into account also embracing adnominals IfE)hat case some comput-
ations will be different.

Then use the binomial test to state the exteasgimetry of positions: if
there are more than a half of L-modifiers, compine probability (under the
conditionp = 0.5 and the given) that the number of L-modifiers is as given or
more, i.e. the sum of probabilities from Lo If L is smaller than R, the pro-
cedure may be performed also for the smaller ptapo(then from zero to L),
the result is the same.

Another possibility is to perform the asymptotiormal test because the
frequencies are usually large. The results arecxppately equal.

Characterize a text-sort, the development of theegwy compare two text-
sorts, e.g. poetry and science, compare two largguggome languages prefer
left modifiers, other ones right ones, still otlogies use them in a balanced way.
Order the languages (text sorts) according to Ktené of asymmetry and link
the results with other properties of language.

If you succeed to find several syntactic propsrtierrelated with the ad-
nominal symmetry, set up a syntactic control cyate find the respective
formulas.
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3.2. Morphological complexity 1

Problem

Collect the literature on morphological complexityopmpare the individual
gualitative descriptions, use the proposed indisatderive for the indicators at
least their variances and evaluate texts from wdiffelanguages, text sorts and
authors. Perform also a historical (evolutionamynparison of your results.

Set up a hypothesis on the relation of morphoklgitomplexity of word
to word length (distribution) and test it using g@ne data.

Procedure

Compare critically the individual definitions of mplexity. If the indicator is a
proportion, use the properties of the binomialribstion, otherwise derive the
variance and compare the entities (languages,stek$; authors) using an
asymptotic normal test.

Take into account the fact that a special morpheare express at the
same time different grammatical categories, e.gnber, case, gender, person,
time, mode, aspect, etc. Further, consider the tfezatt some morphemes have
only a phonetic value, some are interrupted, otimexs can be detached from the
stem, etc. Perform different scalings expressihghalse peculiarities. Let your
scaling open for further improvements.

Then take texts and replace the individual worgstheir complexity
values. Then do the same with word length measuréeims of syllable num-
bers. You obtain two vectors for each text. Expthsddistribution of complexity
and that of word length by a probability distrilauti(or a simple function), then
find the relationship (at least some kind of regi@s) between complexity and
length comparing the two vectors.
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If you do not find a link, check your definitionsgaling and data. If they
are satisfactory, set up a new hypothesis.
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3.3. Morphological complexity 2

Problem

Compute the morphological complexity of individwabrds in a text and express
the properties of the text by various methods.

Procedure

Use e.g. the measurement proposed by Roelcke, Altr{2014). The complex-
ity of each word is given by the sum of its comjtiexlegrees. Set up the vector
of the text.

Having a time series compute:

(1) The distribution of complexities in form of a contous function.
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(2) The distances between equal complexities. Set eistribution
of these distances and find a model for it. Comphbee properties of this dis-
tribution and compare them with those obtained fiatrer texts. Test whether
there is a difference between text sorts or betwaeguages. Since you obtain
positive real numbers for complexity, you can fandadequate continuous func-
tion (without normalization) instead of a distrilmurt.

(3) The number of runs of complexities in the texttHé number of
runs is small, you have most probably to do withamalytic language. Use a
property of the runs to characterize the degremnafytism/synthetism.

(4) Compute the Hurst exponent for the given sequelscthe series
volatile or persistent? What consequences can yaw &r the given text/ lan-
guage?

(5) Set up intervals of complexity, assort all words italividual
intervals and study the forms of runs in text, égir distribution. Take the same
text translated into different languages and complae number of runs using a
statistical test. Is the number of runs linked wathother property of the lan-
guage? Find the links that must exist.

(6) Segment the text in complexity motifs. Set up thsridbution of
motif length and motif frequency.

References

See the probler@.2. Morphological complexity .1
See the problems.1, 7.2, 7.3n this volume
Hiebiek, L. (2000)Variation in sequence®rague: Oriental Institute.

3.4. Morphological changes and frequency

Hypothesis

Magutek andCech (2013) suppose that “the greater the magnipfidemorpho-
phonetic change, the lower the frequency of womh&with the magnitude”.
They apply it to Czech nouns and use inductivety/firmulay = a(x + 1)’
wherey is the frequencyx is the number of changes in the word, and, care
the parameters. Test the hypothesis in any langwelgieh is sufficiently
synthetic and substantiate linguistically the abawentioned or a different
formula.

Procedure
Take any language having declension or conjugatiben take a text and

measure the extent of morpho-phonetic changesl walls of the given class
(e.g. nouns, verbs,...). Do not evaluate the writiehthe phonetic form. Count
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the number of words displaying changes and set up the distributions of
individual parts-of-speech. Do not set up a commesult for nouns and verbs
etc., count them separately.

First apply the MautekCech formula and if it holds true in all cases,
derive it from a differential equation interpretitige individual components as
Kohlerian (2005) forces in terms of speaker, hearet language norm. If the
formula does not hold in all cases, search for dam conditions leading to the
different outcome, or modify the differential egoat derive a new formula and
fit it to all data. Analyze the problem as longyas! obtain satisfactory results in
all cases.

Place your result in Kohler's control cycle, ilmk “number of morph-
ological changes” with other properties — not dngguency.
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nouns. In: Obrado¥i I., Kelih, E., Kohler, R. (eds.Methods and Applic-
ations of Quantitative Linguistics: 59-6Belgrade: Academic Mind.

3.5. Word classes

Problem

Parts-of-speech or different word classes are lysdatermined on the basis of
the traditional Latin grammar. But there are algotactic criteria furnishing us
about 100 classes. One can use also semantidecriBert whatever our criteria,
we do not obtain a classification that could bedugenerally, i.e. in all lan-
guages. We mostly forget that criteria are conweastiand no real conditions.

Set up different classifications of words usinffedent criteria, e.g. sem-
antic, syntactic, morphological. Find criteria the “most reasonable” classific-
ation. Start from the assumption that the “bes#issification is that which links
the results to other language properties, i.e.chefor its synergetic substanti-
ation.
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Procedure

Take a monolingual dictionary and for each entmnfa set of classes it may
belong to. You can use also WORDNET. For exampleefX may have the
defining set [transitive verb, intransitive verloum]; in German, all verbs in
infinitive can be used as nouns, prepositions @anded as adverbs if they occur
as separated verbal prefixes, many adjectivestaiteeaame time adverbs, etc.
Form as many different sets as necessary.

Do not forget that there is no “true” classificatj each depends on our
criteria. In order to strengthen the sense of ywiteria, perform a count using a
dictionary and state how many words belong to imldial classes. Take the first
1000 words, later on analyze the complete dictypndihen set up the rank-
frequency distribution of the classes, i.e. ordent. Find a probability distribu-
tion or a function capturing this ranked sequeiifcgou do not obtain acceptable
results known from linguistics, redefine the classed repeat the whole pro-
cedure until you obtain acceptable results. Redha¢ if in a language classes
are isolable, they are in some relation to one leroand this relation can be
expressed quantitatively.

You can choose abbreviations for the classes ewdte a text replacing
the words by these abbreviations. In texts, (mpstich word belongs to exactly
one class but in the dictionary you may obtain cempglasses, e.g. the German
schnellbelongs to the clagsdj-Adv.

Now you can perform two operations: (1) Study th&ribution of ab-
breviations (= classes) and different propertieshid distribution; (2) study the
sequence of abbreviations displaying distancess, raatocorrelations, Markov
chains, transition probabilities, co-occurrencedaties, motifs, etc. That
means, you can deepen the study of parts-of-sp@emid classes) using some
statistics.

If you obtain some functions, substantiate thensilysuming them in the
unified theory (Wimmer, Altmann 2005).

Show some differences between languages: histogeaealogical, typol-
ogical, areal. Make the first steps towards a thelr practice, all models you
use must be derived and substantiated linguisgicalhd there must be some
links to other properties of language (or only va)rd&ince word classes arose by
diversification, study also this discipline.
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3.6.Parts-of-speech distribution

Problem

A. Ziegler (1998) analysed 21 Brazilian-Portuguesesprexts and stated the
rank-frequency distribution of word classes. Inayrdo obtain good fits, he
ordered the classes in each text according to émgu Using an inductive
approach he obtained two distributions, viz. thgatiwe hypergeometric and the
mixed Poisson. Restate the problem and find a istigally founded back-

ground.
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Procedure

First, define a fixed order of word classes. Thas e made in such a way that
one takes the mean rank of all words of the givasscin all texts. The new
ranks will not necessarily be discrete, they regmesather degrees.

Then using this order for each of the texts sdpbraascribe them the
frequencies found. You will not obtain in each caseonotonously decreasing
sequence of frequencies. You have data displaperdpaps, 21 different images.

Find a continuous function with a small numbepafameters that can be
fitted to all data. This can be done by means sbfware, e.g. TableCurves.
Choose a simple function adequate for all datayveats differential equation
and subsume it under the unified theory proposedMaynmer and Altmann
(2005). Take into account the systemic requiremeftsynergetic linguistics as
proposed by R. Kéhler (2005) in order to substémtiae individual parameters.

Search for distributions of parts-of-speech in liberature in order to
obtain also results from other languages. Perfdrensame procedure as above,
then test whether the word classes have similammaeks in all accessible
languages. Continue to obtain results from mangdages in which one can
ascribe words to the 9 classical classes.

Strive for a theory. First give reasons for theegi ranking in every lan-
guage separately. Show the relationships with ttaengar of the given lan-
guage.

For extending and generalizing your research getaudifferent clas-
sification of words or use some known classificattaken from the literature.
Then analyse individual texts - do not use a cogmia whole! - and repeat the
whole procedure.

You can consider a more complex classificatiog, fst stating the part-
of-speech of an entity, then its grammatical fusrctiin this way each word can
belong to different classes. The ranking yieldstbdgferent results. Continue in
constructing ever finer hierarchy. Can you predi& end of your hierarchiz-
ation?

References

Kohler, R. (2005). Synergetic linguistics. IKohler, R., Altmann, G., Piotrow-
ski, R.G. (eds.)Quantitative Linguistics. An International Handbook
760-774 Berlin: de Gruyter.

Wimmer, G., Altmann, G. (2005). Unified derivatiohsome linguistic laws. In:

Kohler, R., Altmann, G., Piotrowski, R.G. (edQuantitative Linguistics.
An International Handbook: 791-80Berlin: de Gruyter.

Ziegler, A. (1998). Word class frequencies in BlianiPortuguese press texts.

Journal of Quantitative Linguistics 5(3), 260-280.

67



Grammar

3.7. Parts-of-speech homogeneity

Problem

Set up a hypothesis concerning the equality ofueegies of individual parts-of-
speech in texts in one language. Analyze severtd &d test the hypothesis.

Comparing several languages make conjectures gungethe represent-
ation of word classes in languages and set upemegitary typology. Compute
some properties of the distributions and link theith other properties.

Procedure

First use published data. Ziegler (2001) presetitedfrequencies of parts-of-
speech in 20 Portuguese texts. Use his data. Rrep@ble with 9 word classes
and for each text ascribe the respective word dtaseank in the distribution.
You obtain a 9x20 contingency table.

Now test the columns for homogeneity using sonreparametric test.

Then test the homogeneity of all samples usingctly the frequencies of
individual word classes.

In these cases you obtain only one table for rapkind one table for fre-
guencies.

Compare the results from Portuguese with otheguages (cf. Best 1994,
1997, 2000; Hammerl 1990; Schweers, Zhu 1991; Zre@b98). Collect all
published results and begin to generalize. Stagertthe of individual word
classes in the given language “type”. Charactdhealistribution using a special
indicator and find the link of this indicator to@her property of the language,
l.e. begin to construct a control cycle of the Kaitdn (2005) type in which
different properties of word classes are taken aotasideration.
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3.8. Clause centrality

Problem
Compute clause centrality in texts of differentttgeorts and set up a hypothesis.
Procedure

Clause centrality can be measured in terms of dséipn of the finite verb in the
clause. State the position of the verb and coumtiimber of words in front of
the verb {) and behind the verlb). You obtain a sequence

a,af-l,' v 1%la2!a1v a,a,...,&-1,%

whereV is the finite verb and; are the individual words. Compute the centrality
according to

b—f|-6
coqo lborl=s
b+f

whereb andf are the greatest indices and

5 = { 0if (b + f) is an even number
~ [ 1if (b + f) isan odd number °

andC =1 whenb + f = 0. C varies in the interval <0; 1>. The smaller is the
difference betweeb andf, the more centralized is the clause. Compute Gifor
clauses in the text; then compute the mean centrdli At last, set up the
intervals <0; 0.10>, <0.11; 0.20>, <0.21; 0.30>,<0.91; 1.0> and state the
number of clauses having the centrality in theseruals. Propose a model of the
distribution of centrality. You can use a continsduinction or transform the
intervals in discrete values 0,1,2,...,9 and pro@osiescrete probability distribu-
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tion or simply a discrete sequence. Test the fanabr sequence. If possible, use
longer texts.

Now order the texts according to their aver@ger according to the para-
meter(s) of the proposed function/sequence. Shaivdifferent text-sorts have
different averages. To this end compute the vaeari€ for each text and per-
form the asymptotic normal test for the differermdéewo averages, or compare
the frequencies using e.g. the chi-square test.

In order to make a step towards theory, link therage degree of cen-
trality of a text with other text properties whieahe already quantified. Perform
this investigation inductively: compute the centyadnd some other property for
many texts and scrutinize the form of the “depewdénf you have indicators of
other text properties at your disposal, set up lamentary control cycle and
substantiate it linguistically.

At last compare texts belonging to the same text-s different lan-
guages in order to see whether text-sort or langigthe influencing factor.

In some languages, the copula is not always egpdelsut latently present.
In such cases decide where the boundaries of sluselare and where the copula
should stay. Sometimes there are ellipses of verhbsse character must be
decided ad hoc. The counting of words in frontred &ehind the verb is not sim-
ple: one must decide about the nature of compouhitiss, numbers, detachable
affixes, etc. that is, the qualitative problems trhes solved before one begins to
count. Decide whether the finite form is the awaxyi (or modal) verb or the main
verb which may have an infinitive form. Or considee complete verbal form as
one verb (e.g. would like to go.).

Be aware of the fact that decisions about granar&no signs of truth but
conventional criteria. They do not differ from tbenditions in mathematical the-
orems: “Let be given ..., then it holds that...”. Thgivenness” is the result of
your analysis based on conventional criteria, lmuteature of reality. If one sets
up other definitions, other results may be expected

Define and measure centrality of the clause infferént way and com-
pare your results with those performed in the abvoag.
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3.9. Clause types

Problem

There are a number of classification possibilifiess clause types because one
may consider the number of their properties as mexbausted. For evaluation
purposes one can exploit ready classificationscamaputations. In the article by
Levickij, Pavlytko, Semenyuk (2001) one finds a table (see belammjaining
the numbers of clause types in works of 4 Germdhaoas. (1) Test whether the
frequencies with individual authors are internallyiform. (2) Test whether the
four authors are homogeneous. (3) Set up the esapirank-frequency dis-
tribution with individual authors and find an adatg! distribution. (4) Charact-
erize the concentration of the distributions.

Procedure
Consider the table displayed by the authors:

Table 1
Frequency of types in subordinated clauses

Types of clauses Authors

Boll | Kant| Mann | Remarque
Subjective 16 | 12 6 16
Predictive 2 4 2 24
Objective 124 | 146 | 96 134
Attributional 194 | 158 | 282 166
Temporal 122 | 82 92 74
Local 42 6 18 8
Causal 18 | 30 12 28
Final 4 6 2 8
Comparative 20 | 42 20 28
Conditional 28 | 84 20 66
Modal 10 2 18 12
Concessional 6 8 16 8
Consecutive 14 | 20 16 28

600| 600| 600 600
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The data was collected from one work by Boll angddtks by Kant, Mann and
Remarque, in order to obtain the same number okeka

(1) Test the uniformity of a column using the simple-stjuare homo-
geneity test. Most probably none of the four colsmwill be
homogeneous. Take other texts and consider themidodlly.
Compute the uniformity and express it with an iadic.

(2) Compare the individual texts of all authors for loganeity. Then
compare the results with other text sorts. Testinafar homo-
geneity, considering all texts.

(3) For each text/author/text-sort propose a rank-feaeqy distribution
and test it on the data. Start with empirical fuomts using soft-
ware, later on derive the adequate function. Hovthéoparameters
differ? Are there differences between some indisaproperties of
the distributions)?

(4) Dedicate a special study to the concentration eftéxts to special
clauses. For this purpose use any indicator thabeanterpreted in
this sense, e.g. mean, variance, excess, entrepgat rate, Ord’s
criteria, etc.

State whether stage plays, poems and press téfdsidithis sense. If so, search
for other properties of these text sorts and linkmt with some of the clause
properties.

Continue constructing the control cycle connectisgmany properties of
clauses as possible. Strive for a theory.
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3.10. Clause length

Problem

Uhlitova (2001) studied clause length in terms of wanchbers in Bulgarian and
fitted to the empirical data the mixed negativeobnnal distribution. Since this
distribution has 7 parameters, find a simpler (mmtmalized, continuous) func-
tion capturing the data.
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Procedure
The data presented by Utdva (2001) are as follows:

Table 1
Clause lengths in three Bulgarian texts (&diva 2001)

Length| Text 1| Text 2| Text 3
1 14 3 2
2 82 17 6
3 95 13 15
4 115 16 28
5 127 15 25
6
7
8
9

123 14 17
103 15 10
91 12 11

72 3 8
10 53 6 6
11 47 4 3
12 32 2 1
13 22 2 2
14 18 1 3
15 13 1 0
16 9 0 2
17 7 0 0
18 9 1 0
19 4 0 0
20 1 0 2

Find the appropriate function using software,fired a model mechanically. You
obtain several good results. Then derive the fonstirom differential equations
and interpret their components. Keep the functidrose interpretation is lin-
guistically well substantiated. Lean against thigiedh theory (Wimmer, Altmann
2005)

If other languages or texts are at your dispadalcompare the present
results and order the languages; (2) investigagecthuse length in other text-
sorts and construct, step by step, a typologyo#sible, use the same text trans-
lated to languages you know and can analyze.
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An International Handbook: 791-80Berlin: de Gruyter.

3.11. Topic — comment

Problem

Several linguistic schools studied topic and conmnirethe clause (or sentence),
cf. the given references. The definitions diffeglsily but in generaltopic is that
part of the clause/sentence about which a statemmemiade.Commentis the
given statement. Problems arising with any debnitof topic/comment must be
solved conventionally, i.e. by an additional defon (or decision). A quite
different approach is used by Beliankou, Kdhler,udann (2013) based on
rhetorical structure and resulting in tree-likaustures.

For a given text solve the following problems:

(1) State the number of words in the topic and in thament respectively
in each clause/sentence. Then set up the distimitof topic and
comment separately.

(2) State the position of the topic and count the nunatbevords in front
(F) of the topic and behind (B) it. Set up the emapl distribution of F
and B separately and find a model.

(3) Compute the difference between the number of wands and B
separately for every clause/sentence and set ugigtréution of these
differences. This yields an indicator of symmetrycentrality.

(4) Study the sequence of these differences and caipsypeoperties (e.g.
roughness, distances between equal numbers, ttars, e

(5) Compute the centrality of the topic using some fdes (cf. e.g.
Wimmer et al. 2003: 178; proble@lause centrality. Find the em-
pirical mean and the variance of these numbers.

Procedure

Consider the criteria uttered by Gundel, HedbentyZacharski (2013):
“Topics need not be represented by noun phrases.”
“Topics need not be sentence initial.”
»Topics need not be continuous.”
“An utterance may contain no words associated thightopic.”
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Take a text and identify the topic and the commer@ach clause/sentence. Ad-
here to a certain grammar, otherwise you get pnebldBut even after accepting
a unique definition of topic/comment, you will gatoblems with some senten-
ces. This is a quite normal state of affairs. Qumits of this kind from your com-
putations (but tell it). Then perform the first ciing and computation using the
given text. After having analyzed several ones,rbég propose models of dis-
tributions, to evaluate symmetry/centrality andtiody the sequences of numbers
you obtained. For solving problem (5) you can trgeresults from problem (3).

The research in this domain did not even beginfaupow researchers
were concerned with definitions, identificationgydapresenting of examples,
hence the first step will be decisive for furthesearch. Strive for a theory: inter-
pret the results linguistically, derive the formaikand incorporate all in a system
of links between them.

State and present exactly the criteria used ®idantification of the topic
because they are the elementary conditions fovaheity of your results.
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3.12. Study of adverbials 1

Problem

Cech and Uhtiova (2014) classified the adverbial expressionghénsentence
in the following classes: Place, Time, Manner, KMgaAspect, Condition,
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Measure, Cause, Result, Origin, Purpose, ConcesSioginator. Study their
occurrence distances and positions in texts, dp\va@me hypotheses and.....

Procedure

First take a text and create a sequence of ad\®msang some abbreviations.
Ignore the rest of the text, consider merely tloisace of adverbials.

In the next step, count the frequencies of indigldadverbials. Set up the
rank-frequency of classes and find a model of disgribution. The model can
also be a usual (non-normalized) function or aeserCompare the rank-
frequencies of various texts and state whetherethee differences between
text-sorts, authors, languages.

Now measure the length of the adverbial expressiorisrms of word
numbers. Thus “here” has length 1, “at home” ler@gjthin the street” length
3, etc. Ascribe these numbers to individual clasbksv for each class you
have a distribution of lengths. Find a probabititgtribution which is adequate
for all classes. Compare texts, text sorts anduaggs. Again, you may apply
a “good” function.

You have now the sequence of lengths of adverhidlse text. Study the
properties of this sequence: Compute the Euclid#iatances between the
subsequentumbers, add them to obtain the arc and competendgran arc for
the given text. Find the empirical variance of tiiances and compare texts,
text-sorts, languages.

Then compute the distances betwekmtical lengths using some variant
of the Minkowski distance. Set up the distributimindistances and compare
texts, text-sorts and languages.

Since lengths do not differ drastically, study thens in the given
sequence, express their distribution and performpawisons.

Set up length motifs according to the Kéhler-Naumarethod and study
separately the length, the mean and the rangedofidual motifs. You obtain
three new sequences whose properties may be studied the above
methods.

Find other properties of adverbials, e.g. semamties, using different
aspects, or their distance from the element on hvthey depend. Quantify
these new properties according to some aspect arfdrm again all com-
putations as given above.

Whatever property you take, find the transitioeginencies between in-
dividual classes. Set up a two-dimensional contiocgeable and perform tests
for independence, for the significance of individaells, for the status of the
diagonal and for symmetry. Use the table to testtivdr the transitions form a
Markov chain of the first order.

Set up hypotheses expressing the status quo,astibgt them lin-
guistically and connect all of them into a systefrhgpotheses in order to
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obtain a control cycle as used in systems thedrK(hler 2005). Strive for a
theory of adverbials for which a classificatiormsrely the first step.

Study the position of the adverbials in sentefitey determine some-
thing hence they stay either in front of or behthd determined entity. For
each class of adverbials state their frequencidmih positions, compare the
proportions using a statistical test and make d@wsabout the preferred
position of the adverbial class.

If possible, find an independent criterion whallows you to measure
a property of classes of adverbials and order thetrcategorically but using
the given quantity , e.g. prominence, weight, int@oce, historical priority,
syntactic priority, special semantic features, #tgou succeed to find such a
quantity, study its relationship to the propertiesntioned above.
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3.13. Study of adverbials 2

Problem

In order to set some hierarchies, study separatsth class of the following ad-
verbials: Place, Time, Manner, Means, Aspect, Gmmdi Measure, Cause,
Result, Origin, Purpose, Concession, OriginatorstFidefine some quantitative
properties, then state their distributions.

Procedure

Take a longer text and consider all adverbialhefdiven class. First study their
properties mentioned in the previous problem (3Stady of adverbials)l

(1) Then consider the occurrence of parts-of-spaethem. For example
“in the street” contains a preposition, an artate a noun. For the adverbials of
the chosen class prepare a frequency distributigpads-of-speech concerning
the given text. Do the adverbials of the given €kehd to have the same form or
is there a distribution?
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(2) Compute the concentration of the tendency uiegRepeat rate and
the Entropy: The greater is the Repeat rate, tredlemis the variation of forms;
the greater is the Entropy, the greater is theatian of forms.

(3) In the given class, quantify the complexitytioé adverbial using your
own definitions of complexity. It may be morphologl, syntactic or semantic
(also metaphoric), etc. Then state the distributboomplexities and compute its
properties. For morphological complexity see AltmaRoelcke (2015).

(4) Taking the mean of complexities, compare adlugrs of adverbials and
rank them. Derive the distribution of complexitiaed substantiate this result
linguistically.

(5) Compute Ord’s criteria for all quantified propes separately,— it is
possible even if one does not set up distributioasd enter the values <I,S> in a
two-dimensional chart marking each adverbial clasparately. You obtain
points forming a straight line or a curve or anpsk. Fit a simple function to
these points and interpret it.
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3.14. Study of adverbials 3

Problem

Study the existence of runs of adverbials in tekest the alternative hypothesis
that there are too many runs.

Procedure

Applying the classification of adverbials in: PlacBme, Manner, Means,
Aspect, Condition, Measure, Cause, Result, Origurpose, Concession, Ori-
ginator, as performed byech and Uhtova (2014) analyze texts in the fol-
lowing manner: Mark each class with a differentdete.g. P = Place, T =
Time,...) and set up a vector whose elements aradkerbials in text in the
order of their appearance. For some languagesfexitsnay obtain a smaller
set of classes, e.g. Yesypenko (2009) has for &imgleven classes (Time,
Repetition and Frequency, Place and Direction, @amdand Consequence,
Manner, Degree and Quantity, Question) . As a maftéct, you have now a
sequence of 10 (or fewer/more) different lettertsld$ the existence of runs
applying usual methods.
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In order to compare texts, prepare a vector afueacies of individual
letters/symbols. The elements of the vector shdwade the same order as
given above. (1) For each pair of texts computediséance of the vectors
using the arccos-function. (2) State the mean mtgtaeamong all texts of a
given author and compare with it the mean of amodtaghor or text sort. (3)
Compare the same text sorts in different langua@@slake the same text in
different languages (e.g. The Little Prince by Byp and compare the lan-
guages.
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3.15. Grammatical categories

Problem

Consider a grammatical category in a strongly sstitHanguage, e.g. case. First
show that the frequency distribution of the casas & stable background. Then
show that the size of affixes depends on theirdeagy. At last, study the mean-
ing diversification of individual affixes and firttie theoretical distribution.

Procedure

Begin with grammatical cases. Take a longer text state the occurrence of
individual grammatical cases; then the morphemegsessing them (there may
be several ones because of the interaction witldgremumber, etc.) and the
lengths of the morphemes. Show the relationshiyvdeh frequency of the case
and the number of morphemes (means) expressigiaw the relationship be-
tween the frequency of the case and the averagéhleh morphemes expressing
it.

Then scrutinize the meaning of individual casebatndoes express e.g.
the genitive? State all meanings or functions amaasthat there is a regular
rank-frequency distribution of frequencies of measifunctions. Here, a gram-
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mar must be used, a unique text is not suffici8how that the more frequent a
case, the more meanings/functions it has.

Study all parts-of-speech having the given catggor

Study only inflectional languages. In strongly kgigative languages
some of the above relations do not hold true. Why?

Perform comparisons with existing analyses.

Study the behavior of all grammatical categoried af the morphemes
expressing them.
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3.16. Reduplication

Problem
Reduplication exists in many (perhaps all) langsadgsetudy its forms, fre-

guencies and meanings. Set up distributions and ghe links between their
properties and other properties of language.
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Procedure

Take a longer text in a language and prepare aflell reduplications found. Set
up classes of forms. Distinguish reduplication s#&s e.g. full, partial, with vari-
ation, with assimilation, according to length, etc.

Then (1) set up the rank-frequency distributiontleé classes obtained.
Find a preliminary theoretical function or distrilin expressing it. Compute
some properties of the empirical distribution egpeat rate, entropy, Ord’s
criterion, Gini's coefficient, steepness.

(2) The elements in each class express some ¢ieneemning, e.g. re-
petition, performer, instrument, some grammaticaictions, extent, etc. For
each form class set up the rank-frequency distohubf its semantic divers-
ification. Compute again some properties of the igog distribution for each
class separately and compare the classes.

(3) Find the dependence, e.g. a class from (1) wieat repeat rate has a
small diversification stated in (2). Find the giveslation and capture it by a
formula. Substantiate the formula both theoretycaiid linguistically.

(4) State the parts of speech in the given languagd study the oc-
currence of reduplication in the given part of sjeelass.

(5) State the syllabic length of reduplicated veohd set up the re-
spective distribution. Compute, again, some opitgerties.

(6) Do lengths correlate with parts-of-speechsda8 Do lengths correlate
with the frequency? Do lengths correlate with thesigsification?

(7) Some languages prefer special kinds of redaipin. Take some other
languages and perform a comparative study.

(8) State whether the individual classes tendottain some sound-sym-
bolic phenomena. If so, show the extent of soumdl®jism and relate it to the
size of the class.
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3.17. Sequences of syntactic constituents

Problem

Parts of speech and syntactic constituents occulifegrent positions in the
sentence. Kohler (2012: 84-92) counted the numlbeinaividual entities in
positions 1 to 12 in th&usanne corpuand computed the entropy of the rank-
frequency distributions. Use his data (p. 89-9@) emmpute
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(1) therelative entropy in individual positions;

(2) find a theoretical function fitting the sequeerof relative entropies;

(3) fit a theoretical function to the rank-freqeees and compare the para-
meters of the function in form of a sequence (12por find a function capturing
the change of a parameter in positions 1 to 12;

(4) show the changes of the rank-frequency distions for 1 to 12 by
computing Ord’s criterion or the steepness of tis&idutions;

(5) compare the neighboring distributions applyagank test; interpret
the results.

Procedure

(1) Kohler (2012) computed the entropy for individualspions. Use his
values and obtain the relative entropy simplyHas = H/ld K, whereK is the
inventory, i.e. the highest rank.

(2) First fit an empirical function to this sequencken substantiate it lin-
guistically. Set up the differential equation anterpret it.

(3) For computing the rank-frequency distribution/fuont use some well
known models, e.g. Zipf's (zeta) distribution/fuioct, Zipf-Alekseev, sinusoid
function, etc. and interpret the results linguesiiz. Here you have to do with
syntactic functions, not with words.

(4) The properties of distributions in individual pasit change. Computing
some indicators you can discover some syntactialaeity, preferences of pos-
itions.

(5) The classes (Koéhler 2012) are marked with lettbtark each letter in
each position with its respective rank for the poss 1 to 8. You obtain ranked
samples that can be compared using some of the rmakyests. Use e.g. Mann-
Whitney’s U test for comparing only the neighborpasitions. Having perform-
ed all tests conclude whether there is some treride positions; whether some
of the positions has a special property, deviatgsfeantly from its neighbors,
etc..

Now, take a text consisting of maximally 200 sents and analyze it
“positionally” adhering to the method presentedkidhler (2012). Order the
results and analyze them according to the abovdiomenl tasks. Then take a
second text and compare the results of your amaliyséoth texts. Strive for a
syntactic characterization of the given text sdrtyou succeed, continue with
other text sorts. At last, compare the resultsofwihg from different text sorts
and strive for a theoretical substantiation of yeasults. If necessary (or
possible) include in your analysis also other proge of the text sort and make
the first steps towards constructing a control eycl
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3.18. Noun phrase
Problem

This is a continuation of the problem\itol. 4: 19-20.

Classify the noun phrases of a language as yoa@mestomed or use a
ready classification. The literature is very riGudy some selected properties of
noun phrases in individual texts and develop modéltheir behavior. Use as
many results from the non-grammatical researchuantjtative linguistics as
possible.

Procedure

Rewrite the text in terms of noun phrase typesolgreverything else.

(1) As first, set up the rank-frequency distribatiof types and find a
model. You may use a discrete or a continuous fomcCharacterize the func-
tion by some indicators, e.g. mean, repeat ratd;sQuriterion, excess, Gini’s
coefficient, etc.

(2) Measure the length of individual NPs and getthe distribution of
lengths; define length e.g. as the number of wordis Characterize the distribu-
tion as above.

(3) Set up a vector of lengths (i.e. the sequaidengths) and study its
properties.

(4) Set up the matrix of transition frequenciesnirone type to another
and evaluate it; you can use some kind of Markaird) you can test individual
transition cells for significance; which types display a preference for neigh-
borhood?

(5) Set up the distribution of distances betwekamiical NPs and/or ident-
ical lengths and find a model for the distributions

(6) If there are many runs, study their properties

(7) Are there symmetric cells in the transitiontimx® That is, for each
pair of NP-types, test whether there are symme¢iations: are the cells, say,
AxB and BxA symmetric (in frequency)? Perform thsttfor all pairs.

Comment each problem linguistically, use gramnaht@rguments and, if
possible, compare the results with those obtainmd bther languages.

Compare texts of different text sorts, e.g. poe&tith newspaper articles,
and show the differences. Perform a classification.

Can your results be used for typological props®tidtHow do behave
strongly analytic and strongly synthetic languagbs?not care for the quality-
ative side of the NPs, consider only the quantiéatesults.

87



Grammar

References

Cole, P., Morgan, J. (eds.) (1975peech acts, syntax and semantisw York:
Academic Press.
Fox, B. (1987). The noun phrase accessibility hama revisited.Language
63(4).
Givon, T. (2001)Syntax I, ILAmsterdam-Philadelphia: Benjamins.
Gunkel, L., Zifonun, G. (2009). Classifying modifsein common name&Vord
Structure 2 (2), 205-218.
Halliday, M.A.K. (2004).Introduction to functional grammai8rd ed, London:
Hodder Arnold.
Kohler, R., Altmann, G. (2014)Problems in Quantitative Linguistics Vol. 4.
Lidenscheid: RAM-Verlag.
Rijkhoff, J. (2004) The Noun Phraséxford: Oxford University Press.
Zifonun, G., Hoffmann, L., Strecker, B. (199@Qrammatik der deutschen Spra-
che Berlin: de Gruyter.
Wang Hua (2012).Length and complexity of NPs in Written English.
Glottometrics 24, 79-88.

3.19. Syntactic tags as NP components

Problem

Wang Hua (2012) described length and complexityain phrases in English

and presented a thorough list of syntagmatic fonstiof NP components. Use
her terminology and find (a) a possibility of saglithe components according to
at least one property. (b) Set up the distribubbdegrees and find a model. (c)
Set up the vector of abbreviations of syntagmaticcfions and evaluate the
distances between equal NP components. (d) Contipardistributions obtained

from two texts. (e) Compare different text sorts.

Procedure

Take a short text, e.g. a poem, and analyze iacemy the individual NP com-
ponents by the abbreviations presented in Wang(BQ&2) or in other grammar
you prefer.

(a) Scale the entities according to their “impocel’ in the NP. You can
define the “importance” e.g. according to the lewelhe dependence tree. Other
possibilities are not excluded. Replace the abbt®ns by the degrees in order
to obtain a vector of the text. Then count thevitiial degrees and set up the
distribution. It may be discrete or continuous.

(b) Substantiate grammatically the presence ofibhen degrees, take into
account the role of the speaker and hearer, ofdttoes and requirements of the
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text (cf. Kéhler 2005) and construct a model, engform of a differential or
difference equation. Solve it and fit the resulithe distribution of degrees. If
you do not want to work theoretically, characterilze distribution using some
well known indicators (e.g. entropy, repeat rated’© criterion, mean, h-point
and many other). In any case you must obtain scahges which are inter-tex-
tually comparabile.

(c) Now use the vector of abbreviations and compime relativized
Euclidean distances between equal components. iStendes give an image of
text structuring. Then do the same for the degreest write the text in form of
degrees and study their course. Can you observe goythm? |Is there an auto-
correlation? Then take the mean degree of eackrsaniseparately and set up
the vector of means. Do you observe some tendelscyf?e distribution now
“smoother”? Compute again the indicators of théritistion.

(d) Analyze several texts and compare their dhistions and indicators. If
possible, perform statistical tests; if not, thérneast order the texts or — if you
analyzed several texts — perform the usual clas$ifin using software.

(e) Perform your analysis systematically: (i) Take works of the same
author; (ii) analyze texts belonging to the samd s®rt and compare the dif-
ferent text sorts; (iii) compare the same textn@fations) in different languages;
(iv) compare different texts in different language®l observe the behavior of
the individual entities (distributions, indicatars)

At last, strive for a theory, i.e. link the resutith other textological prob-
lems, construct a Kdhlerian control cycle and atewing analyzed several
languages, propose a law.
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3.20. Word class specification

Problem

If you solved at least one of the previous threebf@ms concerning part-of-
speech, continue analyzing the frequency of th@cHication. In the first steps
consider only one language, use two different wafyspecification and show
which of them is more in agreement with the disttidn.
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Procedure

Take a text, restrict your analysis to only one dvolass, e.g. adjectives, verbs,
or nouns. Classify the word class members accortdirspme well known works
(cf. Levin 1998; Ballmer, Brennenstuhl 1986; ¢kmko 1985; Silnickij 1966;
1973; Yesypenko 2009). Then compute the represemtaf individual classes
in the text in form of frequencies. Show that aterriabides by some regularity
which can be expressed by a distribution. Propodsstabution, derive it from
theoretical consideration and substantiate it listgrally (stylistically).

Compare several texts of the same text sort arldicommon distribu-
tion for all of them. In the first steps, you caoply also a simple (non-normal-
ized) function. Later on, it can be transformea idistribution.

Then consider another text sort and do the sarmae.yGu apply the same
distribution or not? If so, show the differencesmme parameters. If no, propose
a modification of the distribution based on somarimary conditions. Strive for
a unified theory.

In the next step, take texts from another langupgesent the results and
compare them with those of the first language.

Strive for a typology of writers, research in thevelopment of a writer or
of a text sort and for that of languages — if plolesi

Since the resulting distribution has parametem) gan define some
indicators and find their relation to other indwa, i.e. strive for finding links
between word class specification and other progeedf language.
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4.1. Stage play problems. 1. Sentencelength

Problem

State the empirical distribution of sentence leagtha complete stage play and
find a theoretical distribution.

Procedure

Define a unit of measurement of sentence lengtlgirBaith the number of
clauses in the sentence. Count the sentence lefagtleach person separately.
Finally, add all the data and search for a prdighlistribution. Most probably
you will obtain a very irregular distribution. Firsonstruct the distribution as a
sum of weighted parts, e.g. using Fucks-Poissonsane kind of Dacey
distribution. If the number of parameters beconms great, continue in two
steps: (a) Find a simple distribution having maxiyntoree parameters. If it does
not work, take a general distribution containing amdefined function and
replace the function with some simple functions.ytu do not succeed, (b)
partition the stage play in the speech of individp@rsons, i.e. consider your
original data, and find for each person a distidout The distributions may
differ; the difference will not be drastic, mayble @ersons may follow the same
distribution but with different parameters. If natrive for finding a family of
distributions contained in the unified theory (Wimm Altmann 2005). Sub-
stantiate the distribution by the role the givemspa is playing. There may be
persons uttering merely one-clause sentences aundoptain a deterministic
distribution. Interpret the distribution by meank tbe roles the persons are
playing.

If you had success, analyze further stage plagigganeralize your results.

Analyze the sequence of sentence lengths in & gy using standard
methods some of which are presented in this voliBhedy the autocorrelation,
the differences between the lengths of the neigisdhaihe distances between
identical lengths, the distances between the aeelegth of the uninterrupted
utterances of persons, etc. If there is some regylaxpress it mathematically.

Study the evolution of sentence length histolycalake the oldest stage
plays in your language and systematically analyaeen ones. What changed in
the sentence length?

Study the same stage play translated into diffedlanguages, e.g.
Shakespeare or Moliere and compare the results.
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4.2. Stage play problems. 2. Speech acts

Problems

The study of speech acts in a stage play is afveitjul problem because all the
sentences of a conversation contain at least ortbeoh. Study the following
properties:

(1) For each person separately set up sets of diffepaech acts and state
the frequencies of individual classes. You obtawo tkinds of
information: (a) The number of speech acts a peuttared; (b) their
distribution.

(2) State whether the distributions are homogeneodsfer strongly.

(3) Consider a property that can be ascribed to eauwth & speech act,
e.g. dominance, urgency, etc. Prepare a scalehfsrproperty and
ascribe its values to individual speech acts.

(4) Replace the respective speech acts of individuasops by these
degrees and evaluate the set of each person. Sathigrarchy of
persons in relation to the given property.

(5) Study the development of the stage play in termbt@fabove degrees.
Do they increase or decrease? If a change mayabedsiperform the
characterization of some stage plays in terms isf development. A
classical tragedy is surely different form a modesmedy.

Procedure

Take a theoretical work in which “all” kinds of sgmh acts are described. Adhere
to the given classification and state for each gerseparately the number of
speech acts of different kinds. Consider gneportion of speech acts of each
person separately and (a) perform a test for etyuaditween persons. You may
use the binomial distribution to obtain exact resubut if the stage play is long,
you may use also the asymptotic normal test fordmeparison of two pro-
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portions. Do not forget that in this case you nugsisider not only the variances
but also the covariance of the proportions bec#usalata come from the same
sample. Set up the hierarchy of persons on thesbasithe (significant)

predominance of their speech act proportions. UIf goocess several stage plays,
show that the hierarchies may differ accordinghi ¢haracter of the stage play,
according to the author or according to the timehef first appearance of the
stage play. Show the (possible) development froeeedramas to modern ones.

If you have set up classes of speech acts, thepae the frequencies of
classes of each person with those of each othag wsihomogeneity test. You
can even rank the classes and perform a test lo@sexhks. In order to state the
variety of roles, perform a double classificatidimat for speech act classes and
that for persons; set up a contingency table amtbie the chi-square test for
this table, or devise an indicator expressing tagesof this variety. If possible,
derive also the sampling properties of this indicat at least its variance — in
order to be able to perform stage play comparisons.

Every property can be scaled because properteeswar conceptual con-
structions. Characterize each person of a stagelptean indicator expressing
the extent of this property. Derive the samplingparties of the indicator and
classify the roles according to this indicator.

Perform this operation stepwise, i.e. for eachsagiarately, and show the
development of individual persons — if there is.aftyen draw the scheme of this
evolution and analyzing several stage plays bewmigeneralize. In the classical
drama one recognized three stages but describadubmg words. Show that it
Is possible to do it with exact means. What kinfispeech acts are relevant and
how is the change of the degree of the given ptgperthe stage play? If it is
linear, substantiate this fact. If it is not linearhat is the background of this
development? What is its connection to the aimhefdtage play or of the most
important person?

Cf. especially Kohler, Altmann (2009: 118 ff.).
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4.3. Stage plays. 3. Sequences of illocutive speech acts

Problem

Analyze a stage play, replace the words by someesalattions of illocutive
speech acts and set up the sequence of illocuttge Bhen perform the analysis
of the given sequence in different ways.

Procedure
Take a stage play and rewrite it in the form afdlitive speech acts. The kinds of
speech acts must be taken from a list that canobedf on the Internet. You

obtain a sequence — you can use letters of nundveaibbreviations for speech
acts — which can be further processed.
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(1) Compute thalistancesbetween identical speech acts; the distance is
here the number of steps necessary to get fronodtsirrence to its next
occurrence, e.g. the distance between the two tharsequence A,B,C,B,D,A is
5. Compute the distances of all speech acts angpsiteir distribution, i.e. there
aref, distances of lengtR. If a speech act does not occur any more (aftdasts
occurrence it would be infinite), omit this infiaitlistance.

(2) Find a model of the distribution of distan@eghe form of a discrete
probability distribution.

(3) Compute the mean and the standard deviatidmeadistribution.

(4) Set up the above sequence for all persongatepa Their speech acts
depend on the role they play, hence the distrinstimust be different. If you
must derive different models, substantiate thertotegically.

(5) For each person, compute separately the medurthe variance of its
distance and compare them, i.e. perform a statlstést for the difference be-
tween means.

(6) Analyze the complete stage play but set uprsge sequences for each
act. Characterize the acts using some indicataissarutinize the development
of the indicator from the beginning to the end. Botassical drama differ from,
say, a comedy?

(7) If you have scaled the speech acts accordirsgpmne criterion, replace
the individual speech acts by their degrees anditisae this numerical
sequence. Can you observe some regular movemest?, lise some kind of
analysis (time series, wavelets, Fourier analydis,)) to capture it formally. Do
modern stage plays differ from classical ones? P@blems Vol. 4: 100)

(8) Construct Kdhlerian motifs on the basis ofledaspeech acts. A motif
is a set consisting of the sequence of non-decrgasumbers. Analyze the
motifs as follows:

(9) State the distribution of their lengths measguin terms of their
cardinal numbers (= the number of its elements)nQude the basic indicators
(average and variance) for the complete stageaidyfor the individual roles. Is
there some difference between the individual ro@s&racterize and test it.

(10) Compute the ranges of individual motifs, tlee difference between
the last and the first element of the motif. Theges are always positive. If the
first and the last elements are equal, the rangeris. For the ranges of each role
compute the average and the standard deviatiofprpera test for equality of
averages. Find the distribution of ranges and snliste it textologically (as
drama).

(11) Study the runs of ranges. A run is a sequehegual signs/numbers.
Compute the number of runs in the text and compaséth the expectation. If
there is a significant difference, draw textologicanclusions.

References

See the references in all problems of Chapter 4.
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4.4. Stage play: 4. Transition matrix of speech acts
Problem

Transcribe a stage play in the form of a sequericgpeech acts. Set up the
transition matrix and study its properties.

Procedure

Take a stage play and replace the given speechopdtse class to which each
belongs. You obtain a sequence of letters or sdrbeesiations. Prepare a two-
dimensional contingency table whose first row armgt tolumn obtain the names
of speech acts. Now study the transitions betweenspeech acts and record
their number. This contingency table can be usedlifterent tests. If you per-
form some of them, substantiate linguistically thgothesis, do not perform
mechanical testing. Study especially the followimgblems:

(1) Test the table for independence, i.e. test thepedéence of the
following speech act on the preceding one.

(2) Perform the test for significance for each indivaticell separately.
There is a possibility that some speech acts ewtker particular ones, i.e. there
may be special bigrams of speech acts. Collecsitj@ficant cells and interpret
this state of affairs in the sense of the stagg. pla

(3) Test the diagonal of the table as a whole, i.e.vals&ther an act
evokes the same kind of act. Interpret the ressycipologically or dramatur-
gically.

(4) Analyze several stage plays of the same kind amav shihether
there is a development in the individual dependencCan you differentiate
classical dramas from modern comedies on this Basis

(5)  Study Markov chains and state the order of thergidata. Perform
all analyses for various stage plays and show iffierences between them. Is
there some development from classical stage playmadern ones? If you
analyze separately each act, show the developrém stage play.

(6)  Study the symmetry of transitions for each paicelfs separately.
Substantiate textologically why some of them amamsgtric and other ones not.

Using the results, set up hypotheses about thengigsaof the given stage
play and generalize your results to the developmoérihe stage play act-wise
and the development of stage plays of certain kiatbrically.

Transfer the results won in phonemics — as giveherreferences — to the
speech act domain.

References

Altmann, G. (1987). Tendenzielle Vokalharmonie. Kickermann, I. (ed.),
Glottometrika 8, 104-11Bochum: Brockmeyer.
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Altmann, V., Altmann, G. (2008)Anleitung zu quantitativen Textanalysen
Lidenscheid: RAM-Verlag (esp. P.24 ff.).

Schulz, K.P., Altmann, G. (1988). Lautliche Strukenung von Spracheinheiten.
In: Schulz, K.P. (ed.)Glottometrika 9, 1-488Bochum: Brockmeyer

4.5. Stage play: 5. Polysemy in the speech of persons

Problem

The speech of persons in a stage play differs rowa aspects. State whether
individual persons differ in the polysemy of wonttered by them.

Procedure

Consider merely one act of a stage play. For eaoctdwn the act state its
polysemy using a monolingual dictionary. Commonagks like “Good day!”
have only 1 meaning but you can use your own dedirs.

Replace the words (phrases) by their polysemyesegnd distinguishing
the persons compute for each of them (a) the aggralysemy, (b) the variance,
(c) the frequency distributions of polysemies.

Order the persons according to “their” averageygahy. Is this ranking
linked with the given roles?

Compare the means of individual persons using, aat-test. Set up
classes of persons — if there are many, otherwiseuld be superfluous.

Compare the distributions of polysemy of indivitlparsons.

Compute the entropy of individual empirical distriions and interpret it
as dramma. What does it mean if a person has tab semantic entropy?

Find a theoretical model for the distribution ofiys@my which holds for
all persons and substantiate it as drama.

After replacing the words by their polysemies ydatamned a vector of
numbers. It represents a time series. Set up hgpeshabout this time series and
compute some of its properties. Are there some laeijas or is the series
chaotic?

References

Jastrzembski J.E. (1981). Multiple meanings, numobgrrelated meanings,
frequency of occurrence, and the lexicQugnitive Psycholog$3, 278—
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Levickij, V.V., Drebet, V.V., Kijko, S.V. (1999). &ne quantitative character-
istics of polysemy of verbs, nouns and adjectivethe German language.
Journal of Quantitative Linguistics 6(2), 172-187.

Petho, G. (2001)What is Polysemy? A Survey of Current ResearchRaslts.
In: Németh T. E., Bibok, K. (edsPragmatics and the Flexibility of Word
Meaning: 175-224Amsterdam: Elsevier.

Ravin, Y., Leacock, C. (eds.) (200Wolysemy. Theretical and Computational
ApproachesOxford: Oxford University Press.

4.6. Stage play: 6. Distant reaction

Problem

Compute the distances between reactions to giveckpacts in terms of
intervening speech acts and find a distribution ehdak the distances.

Procedure

First transcribe an act of a stage play in termspafech acts. Mark those which
are reactions to a former speech act. The distaaetweeen them is given by the
number of intervening speech acts. Hence you obgaidistribution whose
variable (distance) takes on valuks 0,1,2,... Characterize the act of the stage
play using some properties of the resulting distidn. Set up unequivocal
criteria for constructing the sequence: some spaethimay stay within a more
extensive speech act. Take into account only theeséreaction, not all.

A person can react also to his own speech actgehgou can perform a
further analysis in “own reactions” versus “foreiggactions”.

The distances between reactions display the waiflihe given speech
acts. The greater the distances, the more weightlge given speech act. Now
consider merely identical speech acts, e.g. “gomesti Find the distribution of
distances of reactions to the given kind of spessthi.e. different distributions.
Taking into account the properties of the givertriistions, order the speech
acts according to their weight. Find an indicatbthe weight and characterize
the act of the speech play.

If you perform this operation for a whole stagayp{act-wise), you obtain
an image of reactions and a description of the ldpweent of the stage play, and
if you compare several stage plays, you obtainnteehanism of stage play
structure, and you can compare the evolution ahds etc.

References

Dambrowska, E., Rowland, C., Theakston, A. (2013)e Hecquisition of ques-
tions with long-distance dependencies. In: JandA, (ed.), Cognitive
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Linguistics: The Quantitative Turn: 197-22Berlin-Boston: de Gruyter
Mouton.

Vielliers, J. de, Roeper, Th., Vainikka, A. (1990jhe acquisition of long-
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4.7. Stage play: 7. Aggregation of speech acts

Problem

One may conjecture that in a stage play, near-btesees are more similar con-
cerning their speech act content than more disantences. Define a similarity
measure and test the hypothesis. The problem peeiad case of the Skinner
effect on long-term memory.

Procedure

Take a stage play and rewrite it in terms of speath (use abbreviations). Write
each sentence in a separate line. Consider thea$iree vector or as a set. Now
define a similarity indicator between two linesnggia very extensive literature.
Try with different similarity indicators. Then comig the similarities between
neighboring lines (distance 1) and compute the nsdauilarity for distance 1.
Continue with computing the similarities betweares 1-3, 2-4, 3-5,..., i.e. lines
in distance 2, and compute the mean similarity.t@ae computing the mean
similarities for distances up to 20. Set up a taiflanean similarities for dis-
tancesd = 1,2,...,20 and state whether they decrease. Ipspose a function
capturing this decrease and interpret it. You wlikcover an aspect of the
dynamics of conversation.

Now consider each act of the stage play separatalyperform the same
operations. Compute the curves of similarity deseeand show the development
of parameters. Here, you may discover some aspéthe dynamics of a drama.
You can compare stage-plays, authors, the develoipohelrama writing, etc.
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Bock, H.H. (1974).Automatische KlassifikationGottingen: Vandenhoeck &
Rupprecht.
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Chandola, V., Boriah, S., Kumar, V. (2007). Simtlameasures for categorical
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categorization of texScience267, 843—-848.
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s.html

4.8. Stage play: 8. Act compactness

Problem
Study the sequence resulting from the evaluatioterf compactness (TC) of

individual acts in a stage play. Can you recogmaizmilarity with the classical
course of a stage play? If not, compute TC foredéht stage play genres (kinds
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of drama, comedy etc.), set up intuitive hypothesest them and derive them
theoretically.

Procedure

You may use the definition of text compactness @pgsed by Méutek and
Wimmer 2014 (cf. Problem: 2.13ext compactnesé this volume). Begin with
the simple definition but if you can evaluate itsome other way proposed in the
problem mentioned, perform the measurement witth @aethod and act separ-
ately. You obtain a sequence of values which cathdéu be evaluated. Hence
first take a stage play with many acts.

Ask the following questions: is the developmenfT@f constant or linear
in some direction (increasing, decreasing), ortigdcessary to capture it by
means of a non-linear function. Do individual stamjays differ? In any case,
begin to construct a differential equation contagnall conditions present in a
stage play evolution adhering to the unified thg@#mmer, Altmann 2005).

Compare stage plays of the same author and stsdyelielopment, then
compare them with those of other authors and fifidraaula for the given text
sort (in the given language). If possible, do ree translations but original stage

plays.
References
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4.9. Stage play: 9. Verb activity

Problem
Measure the verb activity in an individual stagaypand analyze the course of

activity (a) in the stage play as a whole, (b) adesng the means of individual
acts, and (c) compare a drama with a comedy.
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Procedure

First consider the problem 6Measurement of verb activityn this volume.
Having solved the problem of measurement, (a) cdenghe activity of
individual verbs and set up a time series. You &0 use moving averages.
Propose a model for the given time series. How dgolu characterize the given
course?

(b) Compute the mean activities of individual aatgl consider them as a
time series; can you observe some trend, e.g.aseref activity up to the climax
of a drama, then a sudden decrease? Find a madékfeourse of the sequence,
if there is any. This can be done, of course, ohlhe stage play consists of
several acts. How do comedies behave? Is theree@asgourse for different
types of stage plays?

(c) Compare different types of stage plays anduped hypothesis. Then
take a prose text of a special text sort, compueaictivity of individual verbs
and compare the result with those obtained frorgesfaays. Can you set up a
typology of texts/text sorts based on verb acti¥ity

Can you observe some general features of venatgati stage plays or in
other texts? If so, try to construct models.

If you computed other properties of the givensextd expressed them by
some indicators, search for the links between thsb \activity and the other
properties. Set up step by step a control cycleseto@ntral point is verb activity.

References

Cf. all problems concerning stage plays in thisunoé and the problem 6.1.
Measuremenof verb activity
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5.1. Phonological complexity

Problem

Describe the many facets of phonological complexitya language, set up
hypotheses and test them.

Procedure

Begin with sounds. There is a certain degree obripuncing difficulty” of in-
dividual sounds. It may depend on the muscularre{fehich is measurable) or
on the number of organs taking part in the proratran. Scale the difficulty and
evaluate some languages.

Continue with the measurement of the transitiofiaifty, either taking
into account the muscular effort or the differenéalistinctive features between
the neighboring sounds. Then set up the (distobal) table of sound/phoneme
pairs, write in the table the phonetic/phonemic/oaler differences and evaluate
the table statistically. Set up the frequency tistion of differences, find an
appropriate model and test it on other languagest The tendencies in indi-
vidual cells or parts of the table. What are tharuaries of effort? What are the
differences between individual Slavic or Roman laages? How does a lan-
guage develop (e.g. from Latin to French)?

Now take the individual syllables and state the mndidference between
its sounds. Show that the smaller the mean difterethe more syllables of the
given type exist. Find the frequency distributiorab least a continuous function
expressing this relationship.

Take the canonical forms of syllables (V, CV, VO/C, CCVC, CVCC,
...) and show the mean complexity of individual phoes, the mean complexity
of individual types and derive the respective delesice.

Substantiate each of the dependencies linguistiGid if you set up
models, interpret the parameters linguistically.

Take a short text in different languages and set upme series (a) of
phoneme complexities, (b) of syllable complexitresasured in the same way
(cf. also the problem 5.%yllable complexily Analyze the series. Take a Latin
text and its translation into a modern Roman laggu&ompare the time series
and state the extent of change.
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5.2. Script motifs

Problem
Set up the distribution of motifs in a script aimbw some of its properties.
Procedure

Take an alphabetic script and find all kinds obkés that are used in several
letters. A motif is a stroke or a combination afokes repeated in at least two
letters. You may distinguish straight lines accogdto their length (e.g. short/
long), position (left, mid, right and bottom, miwp) and angle (acute, obtuse);
bows “opened” in different directions; and combioas of strokes; filled dots of
different form; but you can omit some charactessstiFor example, in the Arial
script, the line “\” occurs iA, K, M, N, V, X, Y if one does not distinguish
length and positions. The combined moN”“occurs inM, V, W, Y. State all
motifs in a script and for each motif state its lexation in the script. The
exploitation yields a probability distribution wianust be derived. At the same
time, it has different properties which can be ukedhe characterization of the
script, for example economy associated with the bemof simple (= not com-
bined) motifs; repeat rate which furnishes us alcetor of the exploitation; one
can also use the excess of the distribution fos#ree purpose.
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Each letter or sign can be presented as a settifisirEither one begins to
analyze taking into account the simplest motived #ren the more complex
ones, or one first finds the most complex motifd after they are exhausted, one
uses the simpler ones. EW. consist of two V” motifs if one begins from the
most complex ones, and of two slant line motifene begins from the simplest
ones. The motif number in a letter is an indicabeconomy, not of complexity
(which must be measured in a different way).

Analyze also a syllabic script and the simple sighChinese. Devise dif-
ferent indicators of complexity, economy and mabhtent. Set up the distribu-
tion of complexity defined in different ways.
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5.3. Phonic similarity of wordsin proverbs

Problem

Study the extent of alliteration and assonanceroverbs. Alliteration is the
repetition of equal sounds at the beginning of wpaksonance is the repetition
of the same (not necessarily uninterrupted) soodience (mostly two vowels)
in the word which can be considered a parallelirthé words stay at some
prominent position. Set up a test for deciding \wketthe given alliteration or
assonance is random or significant taking into anta collection of proverbs.

Procedure

First, use some known relative sound frequenci¢largiven language. For each
soundi you have now its probability estimatiqai). Then take a collection of
proverbs and scrutinize each proverb separatelytheegiven proverb contaim

words. Consider merely the beginnings of wordsthé same sound occurs
initially in r words, then compute

n(n
P(X; 2 r)=Z(XJan”‘X,

yielding the probability that the soundoccurs at the beginning of or more
words. You can transform this probability into someéicator (cf. Wimmer et al.
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2003: 67 ff.) or simply interpret it. Before youde to count, you must solve the
following problems: (1) Are zero-syllabic preposiis e.g. in Slavic languages
independent words? The same holds for clitics S@ye the problem of liaison
in French, sandhi in Hindi, assimilation, reducedrfs of a word, e.g. in Hun-
garian “s” instead of “és”, etc. (3) Should one sider merely autosemantics or
all words? (4) One must distinguish the phonetid #re written form,.You must
decide for one of them or study both separately.

If there are several groups of alliterated woedg, there ark&; words dis-
playing alliteration,k, words displaying a different alliteration amd— k — k
words without alliteration, then one must compimie sum of multinomial prob-
abilities

P(Xl 2 j1’ X22 jz,ng n- jl_ J?):

= i n! I jz(l_ pl_ pz)n‘jl‘jz

SRR GES P I TR

and analogically for more than two alliterated greuThe computation is some-
what lengthy, especially if there are many alliteragroups.

Evaluate proverb collections in different languagend compare the
results.

Consider assonance only in cases when two wordsiooequal vowels in
the same order. If you want to use the same metymd must have the prob-
abilities of vowel sequences in the given languéigdere is no such survey, use
the sequences in the given proverb collection. Tésult can be obtained
mechanically if you have an electronic collectidrpooverbs.

Again, define an indicator of assonance usingréselts. Do not finish
your work with computation of percentages; find saimguistic, literary or cul-
tural substantiations. Search for causes, forcesjgity, psychological effective-
ness, etc.
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5.4. A variant of the Skinner hypothesis

Hypothesis

According to Skinner, the appearance of an emitydases the probability of its
appearing in a near-by neighborhood. Test the Ingsid using texts and apply it
to the alliteration in multi-word units (cf. Gri@913).

Procedure

St. Gries uses verbs followed by nouns as diretctd If the hypothesis holds
true, then it may hold for any language. Take texttdifferent text sorts in any
languageand study the alliteration in all pairs “Verb - Noas direct object”.
Count the cases of alliteration and no alliteratideing the relative frequencies
of phonemes (letters) in the given language (@riadttively, the frequencies at
the beginning of words), compute the probabilitgttthe first phonemes (letters)
of the given verbs and nouns are equal. Compareethdting probability with
the relative frequency of alliterations in yourtgeand state its significance. You
may use the binomial distribution or, asymptotizalome version of the normal
test. State whether there is a special text sonthich this phenomenon is sign-
ificantly frequent (e.g. poetry).

Some other forms of the Skinner hypothesis haveadl been tested.
Comment on your result and generalize it applyintp iother forms of alliter-
ation, e.g. beginning of phrases, clauses, sergengarses, chapters; study
especially proverbs. Take at least one other laggtizan English.

Extend the Skinner hypothesis to other forms pétéion of sounds. Omit
rhymes.
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5.5. Syllable complexity

Problem

Perform a complexity measurement for all syllables language and find the
relation of complexity to frequency.

Procedure

First define exactly what syllabic complexity isdapropose a way of unam-
biguously measuring it. This has been done in wariways in the literature and
you may use one or several variants. Neverthelaks,into account the various
definitions of complexity used also in other sciesic

Set up a table containing all the syllables otilagbiage and their com-
plexity. Now, consider an individual text, statd @de syllable complexities,
propose a (continuous) distribution function anchpate some of its properties.
Consider or devise some indicators which may chearae this aspect of the
text. Then compare your results with other textsomder to state whether
complexity is a constant feature of texts. If pbksuse also a corpus in order to
state some kind of convergence.

You may consider all individual syllables or yoancconsider average
complexities of equal types of syllable (e.g. taaanical forms CV, CVC,...).

Having found an appropriate indicator, deriveeast its variance in order
to be able to compare texts. In the next step,idenshe distribution of com-
plexities, derive the formula based on linguistiguanents and fit it to your data.

Show the variability of texts and state whetheerstific texts differ sign-
ificantly from poetic ones?

It is to be remarked that there are many defingiof syllable for a given
language and different syllabification algorithrase one of them mechanically.
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5.6. Euphony

Problem

Propose a new kind of measurement of euphony ersev Then study the course
of euphony in the poem. Define a test for the déifice in euphony of two

verses. Define a test for the difference of euphohywo poems. Order the

poems of an author according to increasing euplandy state whether it cor-

relates with the age of the poems (or the poetpoSh a special poetry, e.g. Latin
hexameters and compare their euphony with thaemm@an hexameters.

Procedure

Take inspiration using the first trials Froblems Vol. 1, 44iDo not use a limit
of probability; simply evaluate the probabilitiesdaconsider them as degrees of
euphony. For characterizing a verse, take the roédime probabilities; to char-
acterize the poem take the mean of all verses.

Set up the asymptotic normal test for the comparf euphonies of two
texts. Perform a classification of texts of an auth

Can you observe some tendencies in creating eyphéfnich sounds are
used, and to what extent, to create euphony?

Order the poems of an author according to incngasuphony and state
whether there is some tendency.
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In all analyses adhere to the phonetic imagetotte written one, other-
wise you obtain quite false images e.g. for FresrcBnglish.

Develop the problem in a synergetic sense: is @wplinked with other
properties of the verse or poem? To this end, yastmuantify another property
of verse. First, set up a list of possible progesrtising the literature and consider
one after another in their relation to euphonyivBttowards a theory. Start from
the principle that there are no isolated propertidanguage or text. Hence make
the first step in constructing a control cycle ¢amio that developed by Kohler
(1986, 2005).
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5.7. Distribution of syllable types

Problem

Obradove et al. (2010) presented the two-dimensional distron of canonical
syllable types in Serbian and fitted the two-dimenal negative binomial dis-
tribution to the data. Another distribution can fmeind in Zoérnig, Altmann
(1993) for Indonesian data. Find a unified model.

Procedure

Canonical syllable types are V, CV, CVC,... One altetthem from an ordinary
dictionary. Collect at least samples from differlmguages, and set up the table
in this form

\Y VC VCC VvCcCC
\Y
CVv
Ccv
where, e.g. CV on the left margin and VC on theniggan syllables of the type
CVC. The syllables must be identified and countedphonemic form (not
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letters!). Now find a general model of a two-dimensl distribution which
would capture the situation in all languages. k& tlistribution to all available
data.

Derive the two-dimensional distribution by meahs aifference equation
relying on the unified theory (cf. Wimmer, Altma@005) and interpret the para-
meters. If possible show the differences betweaguages, set up at least an
order of languages. To this end characterize tha g proposing some in-
dicators; derive their variances and compare tinmguages you have at your
disposal. The method has been shown by Kelinkuték (2013) who obtained
the function

f(x,y) = c*exp(ax + by + rxy)*(x+1(y+1)"

Do these indicators display some links to othe@pprties, for example to
the (size of the) phoneme inventory, phoneme bistion, word length, etc.?
Strive for setting up a control cycle.
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5.8. Phonetic symbolism

Problem

The sounds of language still preserve their icasharacter and may be as-
sociated with some conceptual properties. The nurobestudies concerning
phonosemantics is enormous. The problem is to sh&telegree of a property
that can be ascribed to a sound. Test the followypptheses:
(1) Using any type of scaling, ascribe the sounds @sgad the given
semantic property. Use as many properties as reagess
(2) Test whether a low degree of a property is linkéith whe frequency of
sounds.
(3) Test whether the iconicity you found is generad,. @omparing your
results with those of Levickij (2013).
(4) Analyze at least two poetic texts in your languagel compare the
results.
(5) Take all words containing a sound with the givegrde and analyze
its properties (e.g. length, morphological composit part of speech,
etc.). Show the relation of these properties tachaicity.

Procedure

(1) For scaling the iconic sound properties, use arajlave procedure e.g.
the semantic differential by Osgood, Suci, Tannenb§1957) asking many test
persons, or measuring muscular effort, occurrenceards of special classes,
etc.

(2) Perform a sound frequency count of the languageguseady-made
counts which are available for many languages an Ititernet. Then state
whether the frequency has something incommon wighiidividual property de-
grees. If so, derive a function expressing thistr@hship, using linguistic ar-
gumentation. The function must hold for each propednowever, it may have
different parameters. If you can manage the samg & 3 languages and obtain
positive results, you are on the way to findingua.|

(3) Then compare your results with those of Levick)X3). You may apply
a statistical test or simply compare the vectdryol compute correlations, do
not forget to take into account the degrees oftloe® If your results differ from
those of Levickij, find the sounds causing thisatiénce and search for an ex-
plication in typology, ethnology, life conditiond the speakers, the choice of
your informants, etc. i.e. search for boundary domas leading to the dif-
ferences.

(4) Take at least two poetic texts written in your laage. Compute the fre-
quency of individual degrees of meaning and perfartest for homogeneity in a
2xk contingency table using any of the usual meshéfdhe texts differ, perform
a description of possible causes or motifs of tiffergénce. Insert these boundary
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conditions in your formulas expressing the relati@tween meaning degree and
frequency.

If you also analyzed non-poetic texts, strive fam iconic text-sort
classification. This does not replace a theoryyaut can begin to analyze other
properties of the concerned texts and search ftrdulinks.

If you have two text sorts, you can perform congmars. For each text
sort separately multiply the weight of an indivilsaund with itsrelative fre-
guency. You obtain a set of numbers that can bepaosa in various ways. (a)
Order the products in decreasing order to obtaian&ed sequence and find an
empirical function capturing it. Then compare theo tfunctions (poetry and
prose) mechanically using software. Here the qualitthe sound does not play
any role. (b) Order the sounds in the same wayéntivo text sorts, ascribe to
them their respective weights, i.e. set up vectdrsveights, and compute the
distance of the two vectors, e.g. expressed iransdi

Take further text sorts, perform the same procegjucompare them and
begin to theorize. Derive the hypothesis concernireggrelation of weight and
frequency; then make an hypothesis concerningriti@ence of the text sort on
the weights. Translate the hypotheses into theulagg of mathematics, i.e. set
up elementary differential equations leading to gheen relations. Interpret the
parameters of the equation in terms of human semsebility, emotionality,
potency, evaluation, speed, cruelty, size, etc.Gaoatchuk 2015).

(5) Interpret your results using the great number dilalle publications;
look at both agreements and disagreements; looktfuer properties and con-
struct, step by step, an elementary theory. Ifiptessinclude your results in the
Kdhlerian control cycle.
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6. Semantics

6.1. Abstractness of nouns

Hypotheses

Test two hypotheses conjectured by S. Schierh@al(t
(1) The more frequently a noun occurs, the higherssdégree of abstract-
ness.
(2) The higher is the polysemy degree of a noun, tgédriis its degree of
abstractness.

Procedure

Since frequency can be mechanically computed fextstand polysemy directly
from a monolingual dictionary, the only problenthe quantification of abstract-
ness. Abstractness should not be mixed up withrgétyethough there are cases
in which both properties coincide. The most diffidask is the construction of a
scale for abstractness. It need not hold for algjleages in the same manner, one
must, perhaps, differentiate. Further, one showlt believe that the achieved
scaling procedure has something to do with “truth'will be a trial to order
nouns in a special way. The scale may be consttumtecorroborated just by
testing the given hypotheses. List of abstract satan be found easily on the
Internet.

Now take a text, state the frequencies of noumsefnmatized form) and
state their polysemies from a dictionary. Theniscto each noun its abstract-
ness degree. In the first step, state simply whdtiexe is a correlation between
abstractness and the other properties. If so, @éenivhypothesis expressing this
link and interpret the parameters linguisticallgst the hypothesis using various
texts. Can you see a difference in parametersefds tof different text-sorts? If
the derivation of a mathematical hypothesis cameoperformed as yet, proceed
inductively, i.e. find a function using some progra

Continue in the following directions: (1) Incorp¢e the result in the
Kdhlerian (2005) control cycle, i.e. find its plarea well developed theory. (2)
Study the abstractness of other parts of speegh,verbs and adjectives. (3)
Characterize individual texts and different texttsdy their average abstract-
ness. (4) After having measured the degree of atisss of individual nouns,
find the distribution of abstractness in individwekts. (5) Set up a model of the
resulting distribution and test it on your data.

Present all numbers in tabular form and showeslliits.
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6.2. Abstractnessin the text

Problem

Measure the abstractness of sentences, set upetheerse of abstractness
degrees of sentences, and find a function desgritsrdistribution.

Procedure

First substantiate your decisions to consider aanwarb, adjective or adverb as
abstract or concrete. (You may restrict your analys nouns.) This may be a
dichotomic decision; you need not perform scalifigen take a text and replace
the sentences by the number of abstract words ywe found in each. You

obtain a vector consisting of a sequence of smatibers (0,1,2,...). Set up the
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distribution: x = sentence abstractness expresemgumber of abstract words in
it, y = number of sentences with abstractness »ediss to say, this is merely
the first step in measuring abstractness of texts.

Find a theoretical distribution of X and compasgious texts. The most
abstract will be, of course, mathematical textsm@are individual poetic texts,
compare authors, compare text sorts and comparsatime text translated into
several languages.

Can you set up an order? Find a link betweendbstractness and some
other properties of texts, e.g. sentence lengthdviength, mean frequency of
words, etc. That is, strive for incorporating secg abstractness into a Kéhlerian
control cycle.
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6.3. Polysemy

Problem

Poddubnyy and Polikarpov (2013) presented freqesnai polysemy data using
three Russian and two English dictionaries. (1)dFRanunique continuous func-
tion expressing the extent of word polysemy. (2)npare Russian and English,
or, if the circumstances are positive, add your tamguage.
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Procedure

Use the data presented by the above mentionedraudimol search for a con-
tinuous function with as few parameters as possifguring all the data. Apply
software. Omit all zeroes in the data, i.e. consagy non-zero occurrences. Or,
if you want to derive a discrete distribution, palbé empirical data below the
first zero frequency. For the resulting function adntinuous data set up the
differential equation and interpret the parametsiag theunified theory For the
discrete distribution, set up a difference equationbtain the distribution direct-
ly by transformation of the continuous function.

Compare all data. You need not perform a tesditberence; use rather
some other method, e.g. show the place of theodiaties in a two-dimensional
system in form of Ord’s indicators <I, S>.

Compare your results with other quantitativedes of polysemy and
interpret your result.

Classify the words you analyzed into parts of sphestate the mean poly-
semy within the given class, order the classesrdogpto mean polysemy, rank
the classes and find a continuous function capjuhe observed course.
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6.4. M easurement of verb activity

Problem

Find a method for measuring the activity expreskgdhe given verb. Then
analyze a text and express numerically its actiVityou define a new indicator,
do not forget to derive its sampling properties.

Procedure

Consider different verb classifications. For exampiesypenko (2009) uses the
following classes:

Verbs

\Verbs of motion/removing

Verbs of process, change, development
Verbs of beginning/end of action

Verbs of physical action

Engender verbs

Destroy verbs

Successful/Unsuccessful action implementation
Verbs of attempt

Verbs of sound emission

Verbs of light phenomena

Verbs of temperature phenomena
Verbs of nature phenomena

\Verbs of communication

Verbs of moral impact/effect

\Verbs of social activity

Position verbs

Verbs of existence

Modality verbs

Verbs of human relations

Verbs of reference

Verbs of emotional psychological impact
VVerbs of ownership/loss

Verbs of physiological state

Verbs of perception

Verbs of mental activity

Verbs of subjective assessment

\Verbs of emotional psychological state
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Silnickij (1993) mentions 20 classes of verbs.

You may ascribe an activity indicator/degree tdividual classes or you
can distinguish activity even within a class. Iry aase, show several examples
of individual classes.

Take a text and create a sequence of verb aetvés they occur in the
text. Express the extent of activity by some inthicae.g. the mean activity. This
is simple and can easily be used for comparisotis ather texts.

Realize that any researcher could set up a diffegcale. You can use any
criterion.

Apply the indicator to different text sorts in erdo see the power of your
indicator.

Consider the sequence of activities and charaet@rconsidering it a time
series.

Find a model for the distribution of activities.Jou analyzed different
text sorts, compare them also graphically compufimg each sort the Ord
criterion.

You can perform all operations also on sentences,ybu construct a
scale for determining sentence activity taking irson from speech act theory.

Another possibility is to take only those verbsiathoccur in the given
text.

Still another possibility is to take into accounat only verbs but also ad-
jectives, adverbs etc. expressing some activity@ms$truct a combined activity
indicator.

Whatever indicator you propose, do not forgettovs the possibility of
testing the differences between texts, that isivdedit least the variance of the
indicator and propose the asymptotic normal test.
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6.5. Word class specification

Problem

If you solved at least one of the previous thregbl@ms concerning parts-of-
speech, continue analyzing the frequency of thgecsication. In the first steps,
consider only one language; use two different wafyspecification and show
which of them is more in agreement with the disttidn.

Procedure

Take a text, restrict your analysis to only one dvolass, e.g. adjectives, verbs,
or nouns. Classify the word class members accortdirspme well known works
(cf. Levin 1998; Ballmer, Brennenstuhl 1986; ¢ckmko 1985; Silnickij 1966;
1973; Yesypenko 2009). Then compute the represemtaf individual classes
in the text in the toform of frequencies. Show tlaatvriter abides by some
regularity which can be expressed by a distributRiopose a distribution, derive
it from theoretical consideration and substantiaiiaguistically (stylistically).

Compare several texts of the same text sort ardldicommon distribu-
tion for all of them. In the first steps, you camply also a simple (non-normal-
ized) function. Later on, it can be transformea idistribution.

Then consider another text sort and do the sarmae.yGu apply the same
distribution or not? If so, show the differencesome parameters. If not, propose

123



Semantics

a modification of the distribution based on somarmary conditions. Strive for
a unified theory.

In the next step, take texts from another langupgesent the results and
compare them with those of the first language.

Strive for a typology of writers, examine the depenent of a writer or of
a text sort and that of languages — if possible.

Since the resulting distribution has parameteos;, gan define some in-
dicators and find their relation to other indicatare. strive for finding links be-
tween word class specification and other propedidanguage.
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6.6. M etaphor

Problem

Using the rich literature — available also on th&elnet — set up a classification
of metaphor types. Consider not only semantic moisl but also the possibility

of the numbers of words or word lengths, etc. ie thetaphor. Take into

consideration also the possibility of scaling ttrersgth and the distance from the
background meaning. Set up hypotheses concernadpehavior of metaphors

and test them using texts.
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Procedure

First take a text and write out all the metaphditsen classify them. To each
metaphor write in parentheses its simplest (norapteiric) meaning.

(1) Perform the count of classes, i.e. set upfribguency distribution of
the classes.

(2) Find a distribution or function — at the bagimg do it inductively,
later on, begin to theorize — capturing the disitiim.

(3) Set up the distribution of metaphor length &nd at least an inductive
model.

(4) Scale the metaphors according to their digdncthe expressions or
words they represent.

(5) Find the distribution of this property andadequate model.

Consider other texts of the same text sort, ergsptexts. Perform the
same procedures and compare the texts. Find a coatityo It is either one of
the distributions or some of its properties. Perfoests for similarity/difference.

Then take another text-sort and do the same. Byeptep, develop a
relationship between your indicators and the text. 8f there is some relation-
ship, find its form as a function.

Finally, take another language and begin to perfthe same invest-
igation. If your approach was correct, you willdisimilar phenomena in the
other language, too. Perform tests and insert yesults in a theoretical
framework.
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7. Other problems

7.1. Morphological motifs

Problem

Define morphological motifs, study their occurresge texts, study their prop-
erties, set up hypotheses and test them in attl@aganguages.

Procedure

Define the types of morphemes, e.g. stem, affief{pr infix, suffix), internal
change, reduplicational morpheme, clitic, suppisth; and transcribe a text in
terms of these classes in the form of abbreviatidima obtain a sequence of
symbols. Segment the sequence in Kohlerian R-motdsa new motif begins
with a symbol which occurred in the immediately ga@ing motif. You obtain
units which need not correspond with your knowledfjéganguage. Now study
the following properties of your grammatical maotifs
(1) Frequency Set up the spectrum of frequencies (i.e. X = petge, y =
number of motifs occurring x-times), then set up tAnk-frequency distribution,
I.e. order the motifs according to their frequernEypress the resulting distribu-
tions by a probability distribution or by a funaticApply them to different texts
and compare them.
(2) Propose an indicator based on frequencies chamotgthetype of lan-
guage. Construct an indicator in such a way that gan compute its sampling
properties (at least its mean and variance) inrorade able to order the lan-
guages or to perform asymptotic tests for diffeemncCompare also texts of the
same text sort in a given language.
(3) Length.Study the length of the motifs. There will be nfotiaving length
1 up to the maximal number of different abbreviasioCompute the frequencies
of individual lengths and propose a distribution arfunction capturing it.
Characterize texts by the mean length; compars,textt sorts, and languages.
(4) Link. Study the link between frequency and length. Kangple, compute
the mean length of motifs occurring once, twice, &hen state whether there is
some relation between these two quantities. Inpbsitive case, express the
relation by an inductive formula. You can obtairuging software. In the next
step, express your formula either by a differenceacadifferential equation.
Search in any case for the linguistic substantiatibthe parameters. It is to be
noted that the link may be different in differeanguages. If it is so, find a
boundary condition expressing it. It may be donealrg-interpretation of para-
meters or by adding a third variable which musgbentified and measured, too.
If you have N different types of grammatical aest express the vari-
ability of your text as a ratio of different obsedvand possible motifs. Since the

127



Other Problems

R-motifs do not allow the repetition of the samétgnit is easy to compute the
number of possible ones (length x = 1,2,...,N).
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7.2. Sentence motifs

Problem

Study the problem 7.1Morphological motifsand perform the same task with
sentences.

Procedure

First define the types of sentences (declarativeyiogative, imperative, simple,
complex, combined, etc.), decide whether the seetanust end with a dot,
exclamation mark, interrogation mark, colon, senaicpetc. and prepare a list of
abbreviations for all types. Then take a text arahdcribe it using your ab-
breviations.

Find all motifs defined as sequences of not reggeaymbols. In this way
you obtain a sequence of sentence motifs. Now #hatérequency of individual
motif types and set up their spectrum; then prefaserank-frequency distribu-
tion.

Then solve all problems displayed in 2Vlorphological motifs

Compare the distributions of morphological motifish that of sentences.
Is there a difference in the distributions/funce@nNere you forced to apply an-
other distribution analyzing the sentence levelpl&nr the difference.

Analyze especially stage plays and compare thithehl acts. How do
the distributions change from the first act to thst? Can you distinguish the
classical parts of a drama? Choose an indicatahefmotif distribution and
study its degree through the acts.

Perform the same analysis using the classes efchpacts (cfProblems
Vol 4. 94-101and this volume) but using R-motifs. Study the sgmeablem
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concentrating on the age of the speaker, e.g.rehildf different ages. Texts can
be found in the respective literature. The speathanalysis segments the text
differently. If you performed the morphologicalgtBentential and the speech act
analyses of the same text(s), you have made theps m the text hierarchy. Can
you draw some consequences?

Perform the analysis also for the translation led same work in some
other language and compare the individual levels.
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7.3. Borrowings

Problem

Test whether the number of new borrowings from dsbarce language to the
target language follows the Piotrowski law or der& new model. Study the
semantics of borrowed words.

Procedure

First read Problem “6.15. Borrowing” iRroblems Vol. 4: 129fStudy the
literature listed there.

Then take a regularly appearing text in a langusger than English, e.g.
a yearly catalogue or a newspaper from 2000 to 2Cbssider only one issue
per year and study the anglicisms. Make a listEridlish” words for each year
separately. Prepare a table of (a) all English waaturring in the given issue in
each year, (b) only new English words, i.e. ompetdions in all following
years.

For (a) test the homogeneity of the borrowing, aee the numbers of
borrowings in each year “similar’? Perform the shiiare test for homogeneity.
If there is no homogeneity (the critical value st degrees of freedom at=
0.05 is 23.7), then state which year is extremelyiaht. Comment on the given
year in your words.
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Continue studying this problem and state whetheretis some increasing
tendency.

For (b) you have only the new words. Prepare autatwe table, i.e. add
the number in 2001 to that in 2000, then add 20032@002, etc. You obtain an
increasing sequence. Fit the Piotrowski law to sagquence. If it does not cap-
ture the data sufficiently, then either modify thedel or find a new process that
may lead to the rise of the given sequence.

Compare your results with those concerning otagget languages. Omit
words of other origin that came into your langudgeugh English.

Scrutinize other dynamic processes in languagdestive for a theory.
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7.4. Syllabic word length

Problem

Popescu, Best, Altmann (2014) proposed a modedrigrkind of length of lin-
guistic units in the form

y:CXaHbInx.

Test the model fitting it to as many data as youeh#t is merely a generalization
of the power law.

Procedure

Use software (e.g. NLREG, TableCurves, Origin ety fit it to your data.
Observe the values of the parameteandb. It is to be noted that x cannot be 0.

In Slavic languages there are many zero-syllalepgsitions. If one con-
siders them as independent words, one must usaldiedomodel. Since they are
usually proclitics of the next word, they can signpe omitted.
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Test the model, fitting it to Bulgarian word-lehgas presented by
Uhlirova (2001). The word-length data are presgtmerable 1.

Table 1
Syllabic word-length in Bulgarian letters accordingJhlitova (2001)
Word-length frequency
Text 1 2 3145|678
Rad 1 30| 25 19 113 | 4
Mumi 49 | 29| 22| 18§ 6 | 1
Iskra4 | 49| 33| 25 126 | 2|1
Adam 54| 31| 23] 189 | 5
Genad 1 49 | 35| 27| 16 8 | 2
Iskra2 | 55| 41| 34 146 | 1
Marg 62| 38| 37| 126 | 1|1
Iskral | 65| 37| 40 9 1 2
Juri 79| 42| 26| 9 4 1
Jorn 68| 44| 31 256 | 3|0|1
Iskra5 | 72| 43| 36/ 225
Dam1 | 71| 52| 32 1y11| 3
Kost 56| 51| 55| 1914| 4 |3
Sasa 1 94 73 52 299 | 2
Sasa?2 | 10960 | 62| 21 8 | 2
Boris1 | 112/ 85 | 51| 11/11| 3
Dam?2 | 134 90 | 58 | 28/ 10| 9
Jornl | 120 80| 64| 48 17| 7 | 0|1
Cenl 142 75| 48| 41]26| 5 | 2|1
Jan 3 154 91| 87| 3513| 4 |1
Jan 1l 194 122|102|/46|17| 5 | 1
Alb 198|145| 90 | 44|17 | 4
Cen 2 186 139|106|45|11|11|1
Ziv1l 209|129| 91 | 54{29| 9 | 2
Jorn2 | 180 121|117(75|/26|11|1
Ziv 2 204|137| 124137241042
Jan 4 262 141|151|/66|37|12|5
Jan 2 302 164|133/67(34| 8 |1
Boris2 | 275/189|173|52|32|13|1
Bacvl | 297/181|168|90(44 (17|21

Test the model also fitting it to clause and secegelength as given by Uhtiva
(2001). As can be seen, zero-syllabic words hawn lmanitted. In Slavic lan-
guages they are proclitics joined phonetically wité following word.
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7.5. Clause length

Problem

Uhlitova (2001) studied clause length in Bulgarian imte of the number of
words and fitted to the empirical data the mixedatee binomial distribution.
Since this distribution has 7 parameters, find mp#r (not normalized, con-
tinuous) function capturing the data.

Procedure

The data presented by Utava (2001) are as follows:

Table 1
Clause lengths in three Bulgarian texts (&diva 2001)

Length| Text 1| Text 2| Text 3
1 14 3 2
2 82 17 6
3 95 13 15
4 115 16 28
5 127 15 25
6
7
8
9

123 14 17
103 15 10
91 12 11

72 3 8
10 53 6 6
11 47 4 3
12 32 2 1
13 22 2 2
14 18 1 3
15 13 1 0
16 9 0 2
17 7 0 0
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18 9 1 0
19 4 0 0
20 1 0 2

Find the appropriate function using software,fired a model mechanically. You
will obtain several good results. Then derive thections from differential
equations and interpret their components. Keefuhetion whose interpretation
is linguistically well substantiated. Rely on thenified theory (Wimmer,
Altmann 2005).

If other languages or texts are at your dispgqdalcompare them with the
present results and order the languages; (2) igestthe clause length in other
text-sorts and construct, step by step, a typoltiggossible, use the same text
translated to languages you know and can analyze.
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7.6. Word length and number of compounds

Problem

According to Altmann’s (1988) hypothesis there im& between the length of a
word and the number of compounds of which it isoangonent. Simply, the
shorter a word is (in terms of syllable numbeisg, more compounds are formed
with it. Hammerl (1990) generalized the hypotheSigst the hypothesis using
the Polish data published by Hammerl (1990).

Procedure

Use the data presented by Hammerl (1990). He ceresidength the independ-
ent variable and the number of compounds the degpgndriable and proposed
the Hyperpoisson and the Hyperpascal distributionstead of a distribution,
apply simply a functiomumber of compounds = f(length of the worélopose a
function which is adequate for Polish data. Thewlgtother languages and show
the difference in the parameters of the function.
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Apply the function inductively (i.e. using softvedr then substantiate it
theoretically, i.e. derive it from a differentiafj@ation relying on the unified
theory (cf. Wimmer, Altmann 2005).

Bear in mind that this candidate for a law couéé different forms in
languages of different types, hence there musiobeesoundary conditions. If
you succeed in applying your theory to several laggs, utilize your approach
for typological purposes.
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7.7. Word frequency and number of compounds

Problem

It has been mentioned many times that the moreuéeiga word, the more
compounds there are of which it is a components Tdllows from the Kdhlerian
requirement of specification. Test the simple \@rsusing the frequency dic-
tionary and the normal dictionary.

Procedure

Take a normal dictionary of a language and writé alithe nouns beginning
with the letter [a]. Then take a frequency dictignand write out their fre-

quency. Then take again the normal dictionary asarch for all compounds
containing the given word as a component. If youehan online dictionary, this
step can be made mechanically. In strongly syrdhemguages, take care of
different morphs of the given word. Do not forgleatt compounds are not only
stems written together but a number of various sypéh different degree of

cohesion (cf. Fan, Altmann 2007a,b). Many of themmot be found in a normal
dictionary but one can begin in this way.

If you have all the data, order the simple words their increasing
frequency. Some of the words may belong to the seggiency class; in that
case you must take the mean of the number of conggocontaining them, i.e. if
there are 5 words occurring each 10 times, theidelithe number of compounds
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formed from these words by 10. In this way you obta function whose
independent variable is frequency, and the depénderable is the mean num-
ber of compounds.

According to the hypothesis, it can be supposatlttie sequence will be
increasing. Set up a model and test it. Perfornmtdbts stepwise: first take only
nouns beginning with [a], then continue up to [ last, take means and test the
hypothesis for nouns. Do the same for verbs anelcdes and generalize. Find
the boundary conditions — if necessary.

Then perform the same operations in a second &gegyuCompare the
parameters. Do not use polynomials as fitting fiemst, because they cannot
easily be substantiated linguistically. Derive tesulting function relying on
Zipf's and Koéhler's arguments, i.e. substantiatenguistically.
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