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1 Introduction 

 

Quantitative experimental methods have been increasingly used in the humanities 

in recent years. We can hardly imagine the disciplines of social science, such as 

psychology, sociology or economics, without a quantitative approach. On the 

other hand, the majority of linguists, historians and especially literary critics are 

still refusing to use quantitative methods. One of the reasons is the fact that those 

researchers consider quantitative methods, and especially statistical methods, too 

difficult to apply to their field. QUITA (Quantitative Indicator Text Analyzer) is a 

tool which aims to help all people who try to analyse texts by quantitative 

methods. 

 QUITA is a program to enable researchers from various disciplines 

(linguistics, criticism, history, sociology, psychology, politics, biology, etc.) to 

analyse texts using quantitative methods. There are many indicators which 

measure various characteristics of text. Although the authors of QUITA focused 

mainly on indicators connected to the frequency structure of a text, there are also 

functions for several other characteristics. Since QUITA is designed especially 

for researchers outside quantitative linguistics, it includes functions for the most 

basic and common indicators.  

 Given that the main purpose of QUITA is to provide a user-friendly tool of 

quantitative text analysis for researchers without a deeper knowledge of 

quantitative linguistics, statistics or programming, QUITA also provides simple 

statistical comparisons and the ability to create charts. There is no need to use 

any additional software such as spreadsheet applications or special statistical 

programs. QUITA is therefore the program that combines all the essential parts of 

any quantitative research effort: obtaining results, statistical testing and graphical 

visualization. 

 The QUITA manual is written with step-by-step instructions. All tools are 

concisely described and accompanied by screen-shots. Every indicator is briefly 

presented (complete with references), and mathematically defined. There are also 

examples of computation and statistical comparison.  

 Although the manual provides users with all the essential information 

about QUITA, it was not possible to cover most topics in deeper detail. For this 

purpose, we highly recommend the book Word frequency studies (Popescu et al. 

2009) which is a comprehensive overview about quantitative analysis using 

indicators based on the frequency structure of a text. The book Aspects of Word 

Frequencies (Popescu et al. 2009) is also well worth reading. Detailed examples 

of computing most indicators used in QUITA can be found in Metody 

kvantitativní analýzy (nejen) básnických textů (Čech et al. 2014).  

 Since we aim to help as many researchers as possible, QUITA is dis-

tributeed as freeware. Thus anyone can use QUITA without any restrictions. The 

latest version of the software is available on the website 
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https://code.google.com/p/oltk/.  In published work, acknowledgement of QUITA 

would be appropriate and appreciated. 

 

 

  

https://code.google.com/p/oltk/
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2 System requirements 

 

Supported Systems: Windows XP, Windows Vista, Windows 7, Windows 8. 

System requirements: NET Framework 3.5 

Optional system requirements: Python, Perl 

 

NOTE: 

Users are automatically notified that it is necessary to install the system 

requirements with the download links. 
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3 Install and Starting the Application 

 

1. Download the latest installation file from the project website: 

https://code.google.com/p/oltk/. 

2. Open the installation file and follow the installation instructions. 

3. Create a new shortcut to the QUITA application on the user’s desktop.  

4. Start the application by clicking the application shortcut or start QUITA 

directly by opening the QUITA executable file (QITA_OLTK.exe), which 

can be found in the installation folder. 

 

  

https://code.google.com/p/oltk/
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4 Creating a New Project 

 

To start a new project, click on “Project” and “New Project” or just press 

keyboard shortcut CTRL+N. 

 

 

 

The New Project window should appear with the “Project Settings – All” card 

active. 
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The card “Project Settings – All” displays a summary of the current project 

settings. Use the other cards below to see detailed settings of each particular 

setting for the project. This manual describes the following steps of project setup 

and (after processing) working with final results: 
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5 Creating and loading texts 

 

New texts can be created or loaded in the main “Project Settings – All” card or, 

for better convenience and clarity, in the “Project Settings – Texts” card. 

 There are five options for how to input a text into the project: 

 

 

 

 Click on “Create New Text” to write your own text. 

 Click on “Add Text File(s)” to load a file or files from your drive. 

 Click on “Add File(s) from Directory” to load all the files contained in a 

selected directory and all its sub-directories. By clicking on the arrow, you 

will get more choices for this option (mainly for limitation purposes): 

o “Maximum file size” and “Minimal file size” adjust the maximal 

and minimal file size in Bytes. Only files fitting the given size will 

be loaded. 

o “Use only one file with similar size of” specifies whether to load 

files whose size in Bytes is similar to the already loaded ones. This 

option helps to load files with unique sizes. 

o “Maximum files count” specifies the maximum number of files to 

load. 

o “Files containing in name” specifies the substring which has to be 

contained in the loaded file name. 

o “Randomize dictionary file list” prevents the system from loading 

files from a given dictionary in alphabetical order. 

o “Ignore binary files” specifies whether binary files (like images, 

sound files, executable files etc.) can be loaded or not. More about 

this feature below. 

 Click on “Load Recent” for loading your recent text(s). 

 Drag files with the mouse and drop them into the file list table. 
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The “Prepend directory name” button adds a directory name in front of the 

loaded file name to help disambiguate file identity (e.g. when loading numbered 

text files from two different directories).  

All texts loaded into the project are listed in the Texts table. All the texts 

together can be removed by clicking on the “Clear” button; then replace them 

with new texts. A single text can be removed by selecting it and then pressing the 

Delete button on the keyboard. 

 

 

 

5.1 Supported files and encodings 

 

QUITA supports the usual plain text files in .txt format in various encodings. 

After a text file is loaded, QUITA attempts to detect a suitable text encoding for 

this file by several methods. However, the methods used for this task are mainly 

based on heuristics and may fail. The encoding of any loaded text can be changed 

by choosing a new encoding in the drop down menu on the right side of the file 

table. The new encoding is immediately applied to the text and its result can be 

seen in the Preview table cell. Each text in the project can have its own encoding 

and can be in any supported language (see the picture below). 

 

 

 

All the usual line endings (Cr, Lf, CrLf) are supported. 
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6. Indicators to compute 

 

In the “Project Settings – Indicators to compute”, you can tick all the indicators 

suitable for your purpose. Unticked indicators are not computed for the current 

project (except indicators which are in dependency with any ticked indicator(s)). 

However, a project can be processed again with a new selection of indicators. 

 Given that QUITA is aimed at researchers outside quantitative linguistics, 

there are only the most common and basic indicators to compute. Most indicators 

deal with the frequency structure of a text which is at the core of the QUITA aim. 

The indicators are therefore divided into two groups: 

 

 Frequency Structure indicators 
o Type-Token Ratio (TTR) 

o h-point (h) 

o R1  

o Repeat Rate (RR)  

o Relative Repeat Rate of McIntosh (RRmc) 

o Hapax Legomenon Percentage (HL) 

o Lambda (Λ) 

o Gini Coefficient (G)  

o R4  

o Curve length (L) 

o Curve length R Indicator (R) 

o Entropy (H) 

o Adjusted Modulus (A) 

 

 Miscellaneous indicators 

o Verb Distances (VD) 

o Activity (Q) & Descriptivity (D) 

o Writer’s View (α) 

o Average Tokens length (ATL) 

o Thematic Concentration (TC) 

o Secondary Thematic Concentration (STC) 

o Proportional Thematic Concentration (PTC) 

 

In the following chapters, every indicator is briefly presented, complete with 

references, and mathematically defined. Considering the manual is aimed at 

researchers without deeper mathematical skills, formulas for the indicators may 

not be comprehensible to everyone. Thus, each chapter is accompanied by an 

example. So an entire computation is described step by step in an example. For 

this purpose, two short English texts were selected, namely the second paragraph 

of the novel Nineteen Eighty-Four (Text 1) and the first two paragraphs of the 
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novel Animal Farm (Text 2) both written by George Orwell. These very short 

texts were chosen in order to enable readers to understand the examples in detail. 

The texts have similar lengths, Nineteen Eighty-Four 179 and Animal Farm 202 

words. The texts can be found in the appendix of the manual; there also are their 

frequency distributions. Given that these two texts are not appropriate for TC, 

STC and PTC indicators, two poems were chosen for this purpose, namely I Said 

To Love by Thomas Hardy (Text 3) and The Two Nests (Text 4) by Dora 

Sigerson. Both poems can also be found in the appendix of the manual. 

 All the indicators used in QUITA are influenced by text length. Although 

some of them reduce this impact, there is no indicator without any text length 

dependence. The results obtained express the magnitude of an indicator only 

when you take into account the text size. Thus, only texts with the same lengths 

can be compared. The simplest solution to this problem is to reduce texts to the 

first n words, for example, the first 1000 words. For this purpose, QUITA enables 

an option to reduce texts. On the other hand, this method is problematic from a 

linguistic viewpoint. Quantitative linguistics has been struggling with this issue 

for long time and there is still no final solution. To show how much indicators are 

influenced by text size, each one is accompanied by a graph with the results of a 

quite big corpus, namely 658 texts from various genres written by Czech writer 

Karel Čapek. 

 It is important to mention that everyone has to decide which units will be 

used in a computation. The most usual options are word-forms and lemmas 

(about other options see 7.2 Tokenizer). It cannot be said which one is better 

because it depends on the aim of your research, the language, the text size, etc. In 

this manual, only word-forms are considered as the basic unit in all the examples. 

  

 

6.1. Frequency Structure Indicators 

6.1.1. Type-Token Ratio (TTR) 
 

The type-token ratio is a basic indicator of vocabulary richness. It is based on the 

simple ratio between the number of types and the number of tokens in a text. In 

general, type-token distinguishes a concept (or general class of things) from its 

particular instance. The difference can be seen in the following sequence of 

letters: a b c d e a d d. There are five types (a, b, c, d, e) and eight tokens. The 

type “a” has two tokens and the type “d” has three tokens, other types have just 

one token. This distinction can be applied at many levels of language (letters, 

phonemes, words, sentences, etc.). The resulting value of TTR shows how much 

the vocabulary varies (the more vocabulary variation in a text, the higher the 

TTR). The formula of TTR is as follows: 
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V…number of types 

N…number of tokens 
 

As can be seen in figure 6.1 TTR is extremely influenced by text size. Another 

disadvantage is the fact that no statistical test is defined for a comparison 

between two texts. To summarize, the simple type-token ratio is the easiest way 

to measure vocabulary richness but it has several weaknesses at the same time.  

 

Figure 6.1. Text size impact on TTR in 658 Czech texts 

 

Example 

 

Text 1 has 179 tokens (V) and 119 types (N), Text 2 has 202 tokens and 121 

types. The calculation using formula (6.1) is as follows: 

 

          
 

 
 

   

   
       

 

          
 

 
 

   

   
      

 

Although, according to the results, Text 1 has richer vocabulary then Text 2, we 

are not able to decide whether the difference is significant due to the absence of a 

statistical test.  
 

6.1.2. h-point (h) 
 

The h-point was originally proposed by J. E. Hirsch for scientometrics (2005), 

and introduced into text analysis by Popescu (2009a). This point divides 
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vocabulary into two groups (synsemantics and autosemantics). The h-point is a 

fuzzy boundary point on the curve where the rank is the same as the frequency 

(r=f (r)). There are various applications of the h-point in quantitative linguistics, 

especially those related to thematic concentration or vocabulary richness 

indicators. 

 

 

Figure 6.2. h-point in rank-frequency distribution 

 

If the rank is not the same as the frequency, we can use the formula (6.2) to gain 

the h-point: 

 

          
                                 

                     
 

                
                 

 

 

r…rank 

f(r)…frequency of the rank 
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Figure 6.3. Text size impact on the h-point in 658 Czech texts 

 

Example 

 

The calculation of h-point is very easy in Text 1 because rank 5 has the same 

frequency 5, so the h-point is also 5. 

 

Table 6.1 

First 10 tokens in Text 1 

 

Text 1 

Token Rank Frequency 

the 1 16 

it 2 7 

was 3 7 

of 4 7 

and 5 5 

a 6 5 

for 7 3 

you 8 3 

at 9 3 

face 10 3 

 

The situation is substantially different in Text 2 because there is no rank with the 

same frequency.  
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Table 6.2 

First 10 tokens in Text 2 

 

Text 2 

Token Rank Frequency 

the 1 20 

to 2 9 

was 3 8 

had 4 7 

he 5 4 

as 6 4 

a 7 4 

in 8 4 

of 9 4 

jones 10 3 

 

The computation of h-point using formula (6.2) is as follows.  

 

  
                

                 
 

       

       
      

 

6.1.3. R1 

 

R1 is an indicator of vocabulary richness which is based on the h-point (h) (see 

6.1.2 h-point (h)). This indicator reduces the impact of text length. The formula 

for calculating vocabulary richness indicator R1 is as follows: 

 

                         
  

  
     

   
 
   

 
 

  

  
  

 

F(h)…cumulative relative frequency up to the h-point, i.e. it represents the h-

coverage  

h…h-point (see 6.1.2 h-point (h)). 

 

The variance is defined as: 
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The asymptotic u-test can be used for comparing two resulting values. 

 

                 
             

                    

 

 

 

Figure 6.4. Text size impact on R1 in 658 Czech texts 

 

Example 

 

To calculate R1 it is necessary to know three variables, namely N, h and F(h). The 

text lengths (N1=179, N2=202) and h-points (h1=5, h2=4.75) are known from the 

example above; frequencies F(h) can be found in Table 6.3.  

 

Table 6.3 

The frequency lists of Text 1 and Text 2 

 

Text 1 Text 2 

Token Rank Frequency Token Rank Frequency 

the 1 16 the 1 20 

it 2 7 to 2 9 

was 3 7 was 3 8 

of 4 7 had 4 7 

and 5 5 he 5 4 

a 6 5 as 6 4 

for 7 3 a 7 4 
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you 8 3 in 8 4 

at 9 3 of 9 4 

face 10 3 jones 10 3 

 

             
   

 
   

 
 

  

  
     

          

   
 

  

     
         

 

             
   

 
   

 
 

  

  
     

        

   
 

     

     
        

 

According to the obtained results Text 2 has higher vocabulary richness, but it 

must be discovered whether the difference (0.003) is significant. For this purpose 

we can use formula (6.5) but first, it is necessary to calculate the variances by 

formula (6.4). 

 

           
            

 
 

                 

   
            

 

           
            

 
 

                 

   
            

 

All the relevant variables for the statistical test are known now, so we can use 

formula (6.5) to find out whether the two texts are significantly different. 

 

  
             

                    

 
              

                      
       

 

Since the result 0.065 is lower than the threshold 1.96, it can be state that there is 

no significant difference. The threshold 1.96 is defined for the significance level 

0.05.  

 

 

6.1.4. Repeat Rate (RR) 

 

The repeat rate shows the degree of vocabulary concentration in a text. In other 

words, this indicator measures vocabulary richness inversely: the higher RR is, 

the less vocabulary diversity a text has. Resulting values of RR are in the interval 

<1/V; 1>. The repeat rate is defined as: 
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V…number of types 

Pi…individual probabilities, we estimate them by means of relative frequencies 

as follows: 

 

                  
  

 
 

 

f1…absolute frequencies 

N…number of tokens 

 

The aforementioned formulas can be transformed into one: 

 

                  
 

  
   

 

 

   

 

 

A formula to obtain variances is defined as: 

 

                        
 

 
    

     

 

   

  

 

The asymptotic u-test can be used for comparing two resulting values: 
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Figure 6.5. Text size impact on RR in 658 Czech texts 

 

Example 

 

First, we use formula (6.8) to obtain RR values. 

 

         
 

  
   

 

 

   

 
                          

    
        

 

         
 

  
   

 

 

   

 
                          

    
         

 

Second, we gain variances using formula (6.9). 
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The last step is to discover whether the RR resulting values of the two texts differ 

significantly using formula (6.10). 

 

  
           

                  
 

                  

                      
      

 

Since the threshold value is 1.96, u<1.96 means that the difference between the 

two texts is not significant.  

 

 

6.1.5. Relative Repeat Rate of McIntosh (RRmc) 
 

In order to compare the repeat rate with other indicators, the relative repeat rate 

RRmc was proposed by McIntosh. RRmc puts the results in the interval <0;1>. The 

formula is as follows: 

 

              
     

      
 

 

RR…Repeat Rate (see 6.1.4 Repeat Rate (RR)) 

V…number of types 

 

 

 

Figure 6.6. Text size impact on RRmc in 658 Czech texts 
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Example 
 

             
     

      
 

         

        
       

 

             
     

      
 

          

        
       

 

 

6.1.6. Hapax Legomena Percentage (HL) 
 

Hapax Legomena Percentage (HL) is a simple ratio between the number of 

tokens (N) and number of hapax legomena (Nh) in a text. The hapax legomena 

(sg. hapax legomenon) are the words that occur only once in a single text. The 

formula is as follows: 

 

                    
  

 
 

 

N…number of tokens 

Nh…number of hapax legomena  

 

 

 

Figure 6.7. Text size impact on HL in 658 Czech texts 
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Example 
 

    
  

 
 

  

   
       

 

    
  

 
 

  

   
       

 

 

6.1.7. Lambda (Λ)   
 

The lambda (Λ) is an indicator which deals with a frequency structure of text. On 

the one hand, the lambda is related to vocabulary richness, and on the other hand, 

it takes into account the relationship between neighbouring frequencies. For 

example, we have three texts with the same length (N=20) and the same 

vocabulary size (V=10). So, the type-token ratio (TTR) (see 6.1.1 Type-Token 

Ratio (TTR)) is also the same (10/20=0.5). If we look at Table 6.4 and Figure 6.8, 

we can see that three hypothetical texts with the same N and V can have different 

relations between frequencies. 

 

 

 

 

 

 

Table 6.4 

 The rank-frequency structures of three hypothetical texts 

 

text 1 text 2 text 3 

rank frequency rank frequency rank frequency 

1 5 1 6 1 2 
2 4 2 2 2 2 
3 3 3 2 3 2 
4 2 4 2 4 2 
5 1 5 2 5 2 
6 1 6 2 6 2 
7 1 7 1 7 2 
8 1 8 1 8 2 
9 1 9 1 9 2 
10 1 10 1 10 2 
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Figure 6.8. The rank-frequency structures of three hypothetical texts 

 

From the example, it is obvious that the specific development of frequency 

structure is an important phenomenon which expresses an individual's way of 

writing. This indicator, therefore, is suitable for analyses of authorship, genres, 

etc. The formula for the computation is defined as:  

 

                   
          

 
 

 

N…length of the text (in tokens) 

L…arc length of the rank-frequency distribution 

 

The formula for L is as follows: 

 

                              
       

   

   

 

 

fi…absolute frequencies 

V…the highest rank. 
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Figure 6.9. Text size impact on Lambda  in 658 Czech texts 

 

Example 

 

Before computing lambda, it is necessary to obtain L using formula (6.14). The 

process is displayed in Table 6.5 and Table 6.6. 

 

 

Table 6.5 

Computation L in Text 1 

 

word-form i f           
        result 

the 1 16 [(16-7)
2
+1]

1/2
 9.055385138 

it 2 7 [(7-7)
2
+1]

1/2
 1 

was 3 7 [(7-7)
2
+1]

1/2
 1 

of 4 7 [(7-5)
2
+1]

1/2
 2.236067977 

and 5 5 [(5-5)
2
+1]

1/2
 1 

a 6 5 [(5-3)
2
+1]

1/2
 2.236067977 

for 7 3 [(3-3)
2
+1]

1/2
 1 

you 8 3 [(3-3)
2
+1]

1/2
 1 

at 9 3 [(3-3)
2
+1]

1/2
 1 

face 10 3 [(3-2)
2
+1]

1/2
 1.414213562 
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times 11 2 [(2-2)
2
+1]

1/2
 1 

had 12 2 [(2-2)
2
+1]

1/2
 1 

enormous 13 2 [(2-2)
2
+1]

1/2
 1 

on 14 2 [(2-2)
2
+1]

1/2
 1 

with 15 2 [(2-2)
2
+1]

1/2
 1 

wall 16 2 [(2-2)
2
+1]

1/2
 1 

winston 17 2 [(2-2)
2
+1]

1/2
 1 

about 18 2 [(2-2)
2
+1]

1/2
 1 

lift 19 2 [(2-2)
2
+1]

1/2
 1 

poster 20 2 [(2-2)
2
+1]

1/2
 1 

one 21 2 [(2-1)
2
+1]

1/2
 1.414213562 

ankle 22 1 [(1-1)
2
+1]

1/2
 1 

hate 23 1 [(1-1)
2
+1]

1/2
 1 

preparation 24 1 [(1-1)
2
+1]

1/2
 1 

his 25 1 [(1-1)
2
+1]

1/2
 1 

right 26 1 [(1-1)
2
+1]

1/2
 1 

drive 27 1 [(1-1)
2
+1]

1/2
 1 

economy 28 1 [(1-1)
2
+1]

1/2
 1 

resting 29 1 [(1-1)
2
+1]

1/2
 1 

in 30 1 [(1-1)
2
+1]

1/2
 1 

went 31 1 [(1-1)
2
+1]

1/2
 1 

slowly 32 1 [(1-1)
2
+1]

1/2
 1 

thirty 33 1 [(1-1)
2
+1]

1/2
 1 

nine 34 1 [(1-1)
2
+1]

1/2
 1 

flights 35 1 [(1-1)
2
+1]

1/2
 1 

up 36 1 [(1-1)
2
+1]

1/2
 1 

who 37 1 [(1-1)
2
+1]

1/2
 1 

seven 38 1 [(1-1)
2
+1]

1/2
 1 

flat 39 1 [(1-1)
2
+1]

1/2
 1 

week 40 1 [(1-1)
2
+1]

1/2
 1 

above 41 1 [(1-1)
2
+1]

1/2
 1 

varicose 42 1 [(1-1)
2
+1]

1/2
 1 

ulcer 43 1 [(1-1)
2
+1]

1/2
 1 

follow 44 1 [(1-1)
2
+1]

1/2
 1 
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when 45 1 [(1-1)
2
+1]

1/2
 1 

move 46 1 [(1-1)
2
+1]

1/2
 1 

contrived 47 1 [(1-1)
2
+1]

1/2
 1 

that 48 1 [(1-1)
2
+1]

1/2
 1 

eyes 49 1 [(1-1)
2
+1]

1/2
 1 

big 50 1 [(1-1)
2
+1]

1/2
 1 

caption 51 1 [(1-1)
2
+1]

1/2
 1 

beneath 52 1 [(1-1)
2
+1]

1/2
 1 

ran 53 1 [(1-1)
2
+1]

1/2
 1 

brother 54 1 [(1-1)
2
+1]

1/2
 1 

is 55 1 [(1-1)
2
+1]

1/2
 1 

watching 56 1 [(1-1)
2
+1]

1/2
 1 

landing 57 1 [(1-1)
2
+1]

1/2
 1 

opposite 58 1 [(1-1)
2
+1]

1/2
 1 

shaft 59 1 [(1-1)
2
+1]

1/2
 1 

several 60 1 [(1-1)
2
+1]

1/2
 1 

way 61 1 [(1-1)
2
+1]

1/2
 1 

each 62 1 [(1-1)
2
+1]

1/2
 1 

gazed 63 1 [(1-1)
2
+1]

1/2
 1 

which 64 1 [(1-1)
2
+1]

1/2
 1 

are 65 1 [(1-1)
2
+1]

1/2
 1 

so 66 1 [(1-1)
2
+1]

1/2
 1 

from 67 1 [(1-1)
2
+1]

1/2
 1 

those 68 1 [(1-1)
2
+1]

1/2
 1 

pictures 69 1 [(1-1)
2
+1]

1/2
 1 

depicted 70 1 [(1-1)
2
+1]

1/2
 1 

simply 71 1 [(1-1)
2
+1]

1/2
 1 

an 72 1 [(1-1)
2
+1]

1/2
 1 

been 73 1 [(1-1)
2
+1]

1/2
 1 

tacked 74 1 [(1-1)
2
+1]

1/2
 1 

to 75 1 [(1-1)
2
+1]

1/2
 1 

wide 76 1 [(1-1)
2
+1]

1/2
 1 

man 77 1 [(1-1)
2
+1]

1/2
 1 

forty 78 1 [(1-1)
2
+1]

1/2
 1 
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more 79 1 [(1-1)
2
+1]

1/2
 1 

than 80 1 [(1-1)
2
+1]

1/2
 1 

metre 81 1 [(1-1)
2
+1]

1/2
 1 

display 82 1 [(1-1)
2
+1]

1/2
 1 

cabbage 83 1 [(1-1)
2
+1]

1/2
 1 

old 84 1 [(1-1)
2
+1]

1/2
 1 

rag 85 1 [(1-1)
2
+1]

1/2
 1 

hallway 86 1 [(1-1)
2
+1]

1/2
 1 

smelt 87 1 [(1-1)
2
+1]

1/2
 1 

boiled 88 1 [(1-1)
2
+1]

1/2
 1 

too 89 1 [(1-1)
2
+1]

1/2
 1 

large 90 1 [(1-1)
2
+1]

1/2
 1 

indoor 91 1 [(1-1)
2
+1]

1/2
 1 

mats 92 1 [(1-1)
2
+1]

1/2
 1 

end 93 1 [(1-1)
2
+1]

1/2
 1 

coloured 94 1 [(1-1)
2
+1]

1/2
 1 

present 95 1 [(1-1)
2
+1]

1/2
 1 

electric 96 1 [(1-1)
2
+1]

1/2
 1 

current 97 1 [(1-1)
2
+1]

1/2
 1 

best 98 1 [(1-1)
2
+1]

1/2
 1 

seldom 99 1 [(1-1)
2
+1]

1/2
 1 

working 100 1 [(1-1)
2
+1]

1/2
 1 

daylight 101 1 [(1-1)
2
+1]

1/2
 1 

hours 102 1 [(1-1)
2
+1]

1/2
 1 

part 103 1 [(1-1)
2
+1]

1/2
 1 

cut 104 1 [(1-1)
2
+1]

1/2
 1 

off 105 1 [(1-1)
2
+1]

1/2
 1 

during 106 1 [(1-1)
2
+1]

1/2
 1 

even 107 1 [(1-1)
2
+1]

1/2
 1 

moustache 108 1 [(1-1)
2
+1]

1/2
 1 

ruggedly 109 1 [(1-1)
2
+1]

1/2
 1 

handsome 110 1 [(1-1)
2
+1]

1/2
 1 

five 111 1 [(1-1)
2
+1]

1/2
 1 

heavy 112 1 [(1-1)
2
+1]

1/2
 1 
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black 113 1 [(1-1)
2
+1]

1/2
 1 

no 114 1 [(1-1)
2
+1]

1/2
 1 

use 115 1 [(1-1)
2
+1]

1/2
 1 

trying 116 1 [(1-1)
2
+1]

1/2
 1 

features 117 1 [(1-1)
2
+1]

1/2
 1 

made 118 1 [(1-1)
2
+1]

1/2
 1 

stairs 119 1   

L1= 129.3559482 

 

Table 6.6 

 Computation L in Text 2 

 

word-form i f           
        result 

the 1 20 [(20-9)
2
+1]

1/2
 11.04536102 

to 2 9 [(9-8)
2
+1]

1/2
 1.414213562 

was 3 8 [(8-7)
2
+1]

1/2
 1. 414213562 

had 4 7 [(7-4)
2
+1]

1/2
 3.16227766 

he 5 4 [(4-4)
2
+1]

1/2
 1 

as 6 4 [(4-4)
2
+1]

1/2
 1 

a 7 4 [(4-4)
2
+1]

1/2
 1 

in 8 4 [(4-4)
2
+1]

1/2
 1 

of 9 4 [(4-3)
2
+1]

1/2
 1.414213562 

jones 10 3 [(3-3)
2
+1]

1/2
 1 

and 11 3 [(3-3)
2
+1]

1/2
 1 

from 12 3 [(3-3)
2
+1]

1/2
 1 

his 13 3 [(3-3)
2
+1]

1/2
 1 

farm 14 3 [(3-3)
2
+1]

1/2
 1 

that 15 3 [(3-2)
2
+1]

1/2
 1.414213562 

been 16 2 [(2-2)
2
+1]

1/2
 1 

light 17 2 [(2-2)
2
+1]

1/2
 1 

it 18 2 [(2-2)
2
+1]

1/2
 1 

so 19 2 [(2-2)
2
+1]

1/2
 1 

side 20 2 [(2-2)
2
+1]

1/2
 1 

way 21 2 [(2-2)
2
+1]

1/2
 1 

on 22 2 [(2-2)
2
+1]

1/2
 1 

night 23 2 [(2-2)
2
+1]

1/2
 1 

all 24 2 [(2-2)
2
+1]

1/2
 1 

major 25 2 [(2-2)
2
+1]

1/2
 1 
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mr 26 2 [(2-2)
2
+1]

1/2
 1 

old 27 2 [(2-2)
2
+1]

1/2
 1 

soon 28 2 [(2-2)
2
+1]

1/2
 1 

out 29 2 [(2-1)
2
+1]

1/2
 1.414213562 

dream 30 1 [(1-1)
2
+1]

1/2
 1 

strange 31 1 [(1-1)
2
+1]

1/2
 1 

prize 32 1 [(1-1)
2
+1]

1/2
 1 

they 33 1 [(1-1)
2
+1]

1/2
 1 

agreed 34 1 [(1-1)
2
+1]

1/2
 1 

day 35 1 [(1-1)
2
+1]

1/2
 1 

animals 36 1 [(1-1)
2
+1]

1/2
 1 

wished 37 1 [(1-1)
2
+1]

1/2
 1 

middle 38 1 [(1-1)
2
+1]

1/2
 1 

white 39 1 [(1-1)
2
+1]

1/2
 1 

communicate 40 1 [(1-1)
2
+1]

1/2
 1 

previous 41 1 [(1-1)
2
+1]

1/2
 1 

other 42 1 [(1-1)
2
+1]

1/2
 1 

boar 43 1 [(1-1)
2
+1]

1/2
 1 

should 44 1 [(1-1)
2
+1]

1/2
 1 

ready 45 1 [(1-1)
2
+1]

1/2
 1 

lose 46 1 [(1-1)
2
+1]

1/2
 1 

an 47 1 [(1-1)
2
+1]

1/2
 1 

regarded 48 1 [(1-1)
2
+1]

1/2
 1 

everyone 49 1 [(1-1)
2
+1]

1/2
 1 

quite 50 1 [(1-1)
2
+1]

1/2
 1 

hour 51 1 [(1-1)
2
+1]

1/2
 1 

hear 52 1 [(1-1)
2
+1]

1/2
 1 

what 53 1 [(1-1)
2
+1]

1/2
 1 

say 54 1 [(1-1)
2
+1]

1/2
 1 

s 55 1 [(1-1)
2
+1]

1/2
 1 

sleep 56 1 [(1-1)
2
+1]

1/2
 1 

order 57 1 [(1-1)
2
+1]

1/2
 1 

highly 58 1 [(1-1)
2
+1]

1/2
 1 

safely 59 1 [(1-1)
2
+1]

1/2
 1 

always 60 1 [(1-1)
2
+1]

1/2
 1 

called 61 1 [(1-1)
2
+1]

1/2
 1 

meet 62 1 [(1-1)
2
+1]

1/2
 1 

big 63 1 [(1-1)
2
+1]

1/2
 1 

barn 64 1 [(1-1)
2
+1]

1/2
 1 
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though 65 1 [(1-1)
2
+1]

1/2
 1 

exhibited 66 1 [(1-1)
2
+1]

1/2
 1 

willingdon 67 1 [(1-1)
2
+1]

1/2
 1 

beauty 68 1 [(1-1)
2
+1]

1/2
 1 

name 69 1 [(1-1)
2
+1]

1/2
 1 

under 70 1 [(1-1)
2
+1]

1/2
 1 

which 71 1 [(1-1)
2
+1]

1/2
 1 

during 72 1 [(1-1)
2
+1]

1/2
 1 

dancing 73 1 [(1-1)
2
+1]

1/2
 1 

lurched 74 1 [(1-1)
2
+1]

1/2
 1 

across 75 1 [(1-1)
2
+1]

1/2
 1 

with 76 1 [(1-1)
2
+1]

1/2
 1 

ring 77 1 [(1-1)
2
+1]

1/2
 1 

lantern 78 1 [(1-1)
2
+1]

1/2
 1 

boots 79 1 [(1-1)
2
+1]

1/2
 1 

at 80 1 [(1-1)
2
+1]

1/2
 1 

back 81 1 [(1-1)
2
+1]

1/2
 1 

yard 82 1 [(1-1)
2
+1]

1/2
 1 

kicked 83 1 [(1-1)
2
+1]

1/2
 1 

off 84 1 [(1-1)
2
+1]

1/2
 1 

houses 85 1 [(1-1)
2
+1]

1/2
 1 

for 86 1 [(1-1)
2
+1]

1/2
 1 

but 87 1 [(1-1)
2
+1]

1/2
 1 

manor 88 1 [(1-1)
2
+1]

1/2
 1 

locked 89 1 [(1-1)
2
+1]

1/2
 1 

hen 90 1 [(1-1)
2
+1]

1/2
 1 

shut 91 1 [(1-1)
2
+1]

1/2
 1 

pop 92 1 [(1-1)
2
+1]

1/2
 1 

holes 93 1 [(1-1)
2
+1]

1/2
 1 

too 94 1 [(1-1)
2
+1]

1/2
 1 

drunk 95 1 [(1-1)
2
+1]

1/2
 1 

remember 96 1 [(1-1)
2
+1]

1/2
 1 

door 97 1 [(1-1)
2
+1]

1/2
 1 

went 98 1 [(1-1)
2
+1]

1/2
 1 

there 99 1 [(1-1)
2
+1]

1/2
 1 

stirring 100 1 [(1-1)
2
+1]

1/2
 1 

already 101 1 [(1-1)
2
+1]

1/2
 1 

snoring 102 1 [(1-1)
2
+1]

1/2
 1 

bedroom 103 1 [(1-1)
2
+1]

1/2
 1 
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word 104 1 [(1-1)
2
+1]

1/2
 1 

gone 105 1 [(1-1)
2
+1]

1/2
 1 

round 106 1 [(1-1)
2
+1]

1/2
 1 

fluttering 107 1 [(1-1)
2
+1]

1/2
 1 

through 108 1 [(1-1)
2
+1]

1/2
 1 

buildings 109 1 [(1-1)
2
+1]

1/2
 1 

glass 110 1 [(1-1)
2
+1]

1/2
 1 

beer 111 1 [(1-1)
2
+1]

1/2
 1 

barrel 112 1 [(1-1)
2
+1]

1/2
 1 

drew 113 1 [(1-1)
2
+1]

1/2
 1 

himself 114 1 [(1-1)
2
+1]

1/2
 1 

last 115 1 [(1-1)
2
+1]

1/2
 1 

bed 116 1 [(1-1)
2
+1]

1/2
 1 

where 117 1 [(1-1)
2
+1]

1/2
 1 

mrs 118 1 [(1-1)
2
+1]

1/2
 1 

scullery 119 1 [(1-1)
2
+1]

1/2
 1 

made 120 1 [(1-1)
2
+1]

1/2
 1 

up 121 1   

L2= 134.2787065 

 

Once the values of L are obtained, we can use them in formula (6.13) to obtain 

lambda. 

 

   
          

 
 

                      

   
       

 

   
          

 
 

                      

   
        

 

 

6.1.8. Gini Coefficient (G) 
 

The Gini coefficient is a well-known measure of statistical dispersion, used 

especially in economics. In linguistics, G is applicable to text analysis as one of 

many tools for vocabulary richness measurement. The Gini coefficient is based 

on the Lorenz curve.  
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Figure 6.10. Lorenz curve 

 

To create the Lorenz curve, two changes in a frequency distribution of tokens 

must be made. First, rank must be assigned in a reverse order (i.e. the smallest 

frequency obtains rank 1, the next equal or greater obtains rank 2, etc. Second, 

ranks and frequencies must be relativized to put variables in the interval <0; 1> 

(rank:  rr=r/V; frequency: pr = fr/N). 

If each word would occur exactly once, the sequence <rr,pr> would be a 

straight line practically between [0,0] and [1,1]. In this case, a text has maximal 

vocabulary richness. The Gini coefficient is the distance between the diagonal 

and the sequence of cumulative frequencies (the Lorenz curve). G is defined as: 

 

                   
 

 
     

 

 
      

 

   

  
 

 
        

   

 

                    
       

   

 
 

 

V…number of types 
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N…number of tokens 

r…rank 

f(r)…individual frequency 

m1…average frequency distribution 

 

The variance is defined as: 

 

                        
 

  
      

   
   

   
 

 

                    
 

 
       

        

 

   

 

 

M2…variance of frequency distribution 

 

For a comparison of two texts we can use the asymptotic u-test: 

 

                   
       

                
 

 

 

Figure 6.11. Text size impact on G in 658 Czech texts 

 

 

 



33 

 

Example 

 

The first step is to obtain m1 by formula (6.16) 

 

           
       

   

 
 

                            

   
             

 

           
       

   

 
 

                            

   
             

 

When we have m1 values, we can compute G using formula (6.15) 

 

        
 

 
        

   
 

   
                             

 

        
 

 
        

   
 

   
                             

 

Although we know the Gini coefficient, we must find out whether the differences 

between two texts are significant. For this purpose we can use u-test (formula 

6.19), but it is necessary to know the variances (formula 6.17) and m2 values 

(formula 6.18). 
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Since the threshold is 1.96, U<1.96 means that there is no significant difference 

between two texts. 

 

 

6.1.9. Indicator R4 

 

R4 is one of many ways of calculating vocabulary richness of a text. In fact, this 

indicator is the reversed Gini coefficient (G) (see 6.1.8 Gini Coefficient (G)). R4 

is therefore defined as: 

 

                         
 

G…Gini coefficient (see 6.1.8 Gini Coefficient (G)) 

 

 

 

Figure 6.12. Text size impact on R4 in 658 Czech texts 

 

Example 
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6.1.10. Curve length (L) 
 

Many vocabulary richness indicators are based on the curve of rank-frequency 

distribution, like this: 

 

 

Figure 6.13. Example of typical rank-frequency distribution 

The length of the curve is defined as the sum of the Euclidean distances (Dr) 

between all adjacent  points on the curve: 

 

                      

   

   

                
 

  

   

   

 

 

f…individual frequency 

r…individual rank 
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Figure 6.14. Text size impact on L in 658 Czech texts 

 

Example 

 

We obtain the curve length of our two texts by formula (6.21) 

 

                  
 

  

   

   

                               

                                

 

                  
 

  

   

   

                               

                                

 

 

6.1.11. Curve length R Indicator (R) 
 

This indicator of vocabulary richness is directly derived from the curve length 

(L) (see 6.1.10 Curve length (L)). In fact, R is the ratio of the curve length above 



37 

 

the h-point (Lh) (see 6.1.2 h-point (h)) to the whole curve length (L). The formula 

is as follows: 

 

                     
  

 
 

 

                                      

 

   

 

 

Lh…curve length above h-point (see 6.1.2 h-point (h)) 

L…curve length (see 6.1.10 Curve length (L)) 

f…individual frequency 

r…individual rank 

 

 

Figure 6.15. Text size impact on R in 658 Czech texts 

 

Example 

 

The first step is to calculate the curve length above h-point by formula (6.23) 

 

                              

 

   

                    

                              

 

R² = 0,1416 
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The second step is to obtain R values using formula (6.22) 

 

          
  

 
   

        

        
        

 

          
  

 
   

        

        
        

 

 

6.1.12. Entropy (H) 
 

The term “entropy” is used in many sciences and there are several definitions 

with different meanings. In general, entropy measures diversity or uncertainty. In 

linguistics, entropy expresses how much the vocabulary of a text is concentrated. 

The smaller the H is, the more the vocabulary is concentrated and the smaller the 

vocabulary richness is. For example, if a text consists of 100 tokens and only one 

type, all frequencies are concentrated in one word and H=0. The most common 

formula of entropy in linguistics was defined by Shannon: 

 

                             

 

   

 

 

                    
  

 
 

 

Pi…individual probabilities (estimated by relative frequencies) 

K…inventory size 

ld…logarithm to the base 2 

fi…absolute frequency 

 

                         
 

 
   

 

   

       

 

The equation of the variance is as follows: 
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For comparison of two texts, we can use the asymptotic u-test: 

 

                   
       

                
 

 

 

Figure 6.16. Text size impact on H  in 658 Czech texts 

 

Example 

 

Entropy values can be directly obtained using just one formula (6.26). 
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The statistical comparison of two texts can be performed by the u-test (6.28), but 

we must firstly know the variances using formula (6.27). 

 

             
 

 
            

    

 

   

  
 

 
  

  

 

 

   

      
  

 
  

 

    

  
 

   
 
  

   
     

  

   
 

 

 
 

   
     

 

   
 

 

  

 
 

   
     

 

   
 

 

                         

 

             
 

 
            

    

 

   

  
 

 
  

  

 

 

   

      
  

 
  

 

    

  
 

   
 
  

   
     

  

   
 

 

 
 

   
     

 

   
 

 

  

 
 

   
     

 

   
 

 

                         

 

  
       

                
 

                   

                        
       

 

Given that the result of the u-test (0.027) is smaller than the threshold (1.96), the 

difference between the two texts is not significant. 

 

 

6.1.13. Adjusted Modulus (A) 
 

The adjusted modulus (A) is a frequency structure indicator which is supposed to 

be independent of text length. Nevertheless it can be seen in Figure 6.17 that this 

indicator is also influenced by text size. The formula of the adjusted modulus is 

defined as: 
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h…h-point (see 6.1.2 h-point (h)) 

f(1)…the frequency of the most frequent word 

V…vocabulary size 

M…modulus 

 

 

Figure 6.17. Text size impact on A in 658 Czech texts 

 

Example 

 

The calculation of the adjusted modulus consists of two steps. We must first 

obtain the values of the modulus (M) by formula (6.30) and then we can use 

formula 6.29 to calculate the adjusted modulus. 
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6.2. Miscellaneous indicators 
 

6.2.1. Verb Distances (VD) 
 

This indicator counts how many tokens on average are between two successive 

verbs. To obtain the results of VD it is necessary to select an appropriate POS 

(part of speech) tagger (see 7.4 POS Tagger) in the project settings.  

 

Figure 6.18. Text size impact on VD in 658 Czech texts 

 

Example 

 

Since QUITA has to recognize verbs in a text to compute verb distances, you 

must choose one of the available POS taggers before making the calculation. 

Given that our two texts are in English, there is only the NLTK POS tagger (see 

7.4 POS Tagger) available. QUITA counts average gaps (in tokens) between two 

successive verbs in a text. In our case, we obtain the following results: 

 

    VDText 1=6.357 

 

    VDText 2=5.432 
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6.2.2. Activity (Q) & Descriptivity (D) 
 

The concept of the activity and the descriptivity measurement in a text is very 

simple. The activity is represented by verbs and the descriptivity is represented 

by adjectives. The formula for activity (Q) is as follows: 

 

                   
 

   
 

 

V…number of verbs 

A…number of adjectives 

 

For a comparison of two texts we can use the u-test: 

 

                   
       

      
 
  

 
 
  

 
 
  

 
 
  

 

 

The descriptivity (D) is just reversed value of the activity (Q). D is therefore 

defined as: 

 

                      

 

 

Figure 6.19. Text size impact on Q in 658 Czech texts 
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Example 

 

The calculation by formula 6.31 is very simple; we need just to know the number 

of verbs and the number of adjectives in a text.  

 

        
 

   
 

  

     
      

 

        
 

   
 

  

    
       

 

The difference obtained between two texts can be statistically compared by the u-

test using formula 6.32. 

 

  
       

      
 
  

 
 
  

 
 
  

 
 
  

 
            

             
  

 
 
  

 
 
  

 
 
 

      

 

Descriptivity can be directly calculated from the results obtained for activity by 

formula (6.33). 

 

                        

                          

 

 

6.2.3. Writer’s View (a) 
 

The writer’s view is an indicator connected to the golden ratio. It is supposed that 

each author of any text must abide by some universal law, namely the golden 

ratio.  The writer’s view is defined by the angle between the h-point (see 6.1.2 h-

point (h)) and the ends of the rank-frequency distribution. The results should 

approximate to the value of the golden ratio (       ). 
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Figure 6.20. Example of writer’s view in rank-frequency distribution 

 

The equation of the writer’s view is as follows: 

 

              
                         

                                     
 

 

h…h-point (see 6.1.2 h-point (h)) 

f1…the highest frequency 

V...number of types 
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Figure 6.21. Text size impact on Writer’s view in 658 Czech texts 

 

Example 

 

Although the writer’s view is defined by one formula (6.34), it is necessary to do 

two steps because the results must be converted from degrees to radians. 

 

           
                         

                
 
                

 
 

 
                           

                
 
                  

 
 

              

 

           
                         

                                     
                           

 
                                       

                                                   

              

 

We must convert the results of cos a to radians. Firstly we compute a from cosine 

(a) using a calculator. Finally we can convert degrees to radians. 
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6.2.4. Average Token length (ATL) 
 

The resulting value simply shows the arithmetic mean of the lengths of tokens. 

ATL is defined as: 

 

                     
 

 
   

 

   

 

 

N…number of tokens 

x…individual length 

 

 

Figure 6.22. Text size impact on ATL in 658 Czech texts 

 

Example 
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6.2.5. Thematic Concentration (TC) 
 

The thematic concentration is a topic focusing measurement of a text. Each 

author of any text focuses on some topic which is represented by several 

autosemantic words. TC measures how much a text is concentrated on some 

topic: the bigger TC is, the more concentrated on some issue a text is. 

The thematic concentration is based on the h-point (h) (see 6.1.2 h-point 

(h)) which divides vocabulary into synsemantics and autosemantics. Neverthe-

less, among synsemantics often occur several autosemantics. We can therefore 

consider these autosemantics above the h-point as some anomaly. These 

autosemantics are considered as thematic words of a text. TC is the sum of 

thematic weights (TW) of the individual thematic words. The thematic weight is 

defined as the distance between the h-point and the rank of a word above the h-

point multiplied by its frequency f (r’): 

 

                         
           

          
 

 

                      
           

          

 

    

 

 

r’…rank of autosemantic word above h-point 

h…h-point (see 6.1.2 h-point (h)) 

T…number of thematic words 

 

The variance of TC is defined as: 
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n…sum of frequencies of the autosemantics 

 

For a comparison of two texts we can use the asymptotic u-test: 

 

                    
         

                  
 

 

Figure 6.23. Text size impact on Thematic concentration in 658 Czech texts 

 

Example 

 

Given that Text 1 and Text 2 are not appropriate for TC, we used two poems, 

namely I Said To Love (Text 3) by Thomas Hardy and The Two Nests (Text 4) by 

Dora Sigerson. The texts can be found in the appendix of the manual. 

 

Table 6.7 

The rank-frequency distribution of Text 3 

 

Text 3, h=5.5 

Token Rank 
Average 

rank 
Frequency 

to 1 1 8 

said 2 2.5 7 

i 3 2.5 7 

the 4 4.5 6 

love 5 4.5 6 
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we 6 6.5 5 

thee 7 6.5 5 

of 8 9 4 

not 9 9 4 

thou 10 9 4 

now 11 11.5 3 

in 12 11.5 3 

 

Table 6.8 

The rank-frequency distribution of Text 4 

Text 4, h=6 

Token Rank 
Average 

rank 
Frequency 

her 1 1.5 16 

the 2 1.5 16 

wise 3 3.5 8 

thrush 4 3.5 8 

she 5 5 7 

in 6 6 6 

foolish 7 9.5 4 

young 8 9.5 4 

on 9 9.5 4 

were 10 9.5 4 

but 11 9.5 4 

and 12 9.5 4 

a 13 14.5 3 

all 14 14.5 3 

pretty 15 14.5 3 

to 16 14.5 3 

 

The first step is to find the h-point (see 6.1.2 h-point (h)).  

 

        
                

                 
 

       

       
     

 

In Text 4 r=f (r), so h=6. 

 

When we have h values, we must find thematic words above the h-point in the 

word lists. We usually consider nouns, verbs and adjectives to be thematic words, 

but one can use also other parts of speech. There is also a problem with verbs 

which have only grammatical function. So everybody must decide which words 
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would be considered to be thematic words. Given that some lemmatizers in 

QUITA are not able to separate verbs with grammatical function from verbs with 

content function, the software considers all verbs as thematic words. It is 

therefore necessary to calculate the thematic concentration by hand sometimes.  

 

The next step is to compute TC using formula (6.37). 

 

           
           

          

 

    

  
          

           
  

          

           

          

 

           
           

          

 

    

  
        

        
  

        

        
          

 

It is necessary to compute the variance for the final statistical test: 
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The last step is to discover whether the resulting TC values of the two texts differ 

significantly from each other using formula (6.41). 

 

  
         

                  
 

                   

             
      

 

Since the threshold value is 1.96, u>1.96 means that the difference between the 

two texts is significant.  

 

 

6.2.6. Secondary Thematic Concentration (STC) 
 

The secondary thematic concentration is almost the same indicator as the 

thematic concentration above (see 6.2.5 Thematic Concentration (TC)). The 

computation process differs only in the h-point (see 6.1.2 h-point (h)) which is 

multiplied by 2. 

Thematic concentration struggles with a problem of quite often null 

results. It means that there is no autosemantic word above the h-point in many 

texts, so the results of thematic concentration must be 0. This fact complicates 

the use of the indicator. Given that secondary thematic concentration covers a 

bigger number of words, there is a higher probability that the result will not be 0. 

 

                     
            

           

  

    

 

 

The variance of STC is defined as: 

 

                          
     

              
 

 

                      
            

         

       
    

 

 

                      
        

      
 

 

For a comparison of the two texts we can use the asymptotic u-test: 
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Figure 6.24. Text size impact on Secondary thematic concentration  

in 658 Czech texts 

 

Example 

 

We used the same texts (Text 3 and Text 4) as in the TC example above. So we 

do not have to compute the h-points again. The problem with choosing thematic 

words from the word list is also discussed in the chapter above. 

 

Table 6.9 

The rank-frequency distribution of Text 3 

Text 3, h=5.5 

Token Rank 
Averag

e rank 
Frequency 

to 1 1 8 

said 2 2.5 7 

i 3 2.5 7 

the 4 4.5 6 

love 5 4.5 6 

we 6 6.5 5 

thee 7 6.5 5 

of 8 9 4 
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not 9 9 4 

thou 10 9 4 

now 11 11.5 3 

in 12 11.5 3 

Table 6.10 

The rank-frequency distribution of Text 4 

Text 4, h=6 

Token Rank 
Average 

rank 
Frequency 

her 1 1.5 16 

the 2 1.5 16 

wise 3 3.5 8 

thrush 4 3.5 8 

she 5 5 7 

in 6 6 6 

foolish 7 9.5 4 

young 8 9.5 4 

on 9 9.5 4 

were 10 9.5 4 

but 11 9.5 4 

and 12 9.5 4 

a 13 14.5 3 

all 14 14.5 3 

pretty 15 14.5 3 

to 16 14.5 3 

 

Firstly, we use formula (6.42) to obtain STC values. 
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It is necessary to compute the variance for the final statistical test: 

 

               
     

              
 

           

                
             

 

    
      

 
            

         

       
    

 
                                 

   

          
 

    
      

 
        

      
 

           

   
          

 

               
     

              
 

    

             
             

 

    
      

 
            

         

       
    

 
                                               

       
   

 

    
      

 
        

      
 

                       

       
     

 

The last step is to discover whether the STC resulting values of the two texts 

differ significantly from each other using formula (6.46). 

 

  
           

                    
 

                   

                        
      

 

Since the threshold value is 1.96, u>1.96 means that the difference between the 

two texts is significant.  

 

 

6.2.7. Proportional Thematic Concentration (PTC) 
 

The proportional thematic concentration is a different way of approaching 

thematic concentration. PTC is also based on the h-point and the index is 

computed as the proportion of thematic words in the pre-h-domain. The formula 

is as follows: 
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Nh…frequency of all words in the pre-h-domain 

f(r’)…frequency of autosemantic word in the pre-h-domain 

 

The variance of PTC is defined as: 

 

                          
          

  

 

 

For a comparison of two texts we can use the asymptotic u-test: 

 

                   
           

                    
 

 

 

Figure 6.25. Text size impact on Proportional thematic concentration  

in 658 Czech texts 

 

 

Example 

 

We used the same texts (Text 3 and Text 4) as in the TC and STC examples 

above. So we do not have to compute the h-points again. The problem with 

choosing thematic words from the word list is also discussed in the chapters 

above. 
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Table 6.11 

The rank-frequency distribution of Text 3 

 

Text 3, h=5.5 

Token Rank 
Averag

e rank 
Frequency 

to 1 1 8 

said 2 2.5 7 

i 3 2.5 7 

the 4 4.5 6 

love 5 4.5 6 

we 6 6.5 5 

thee 7 6.5 5 

of 8 9 4 

not 9 9 4 

thou 10 9 4 

now 11 11.5 3 

in 12 11.5 3 

 

Table 6.12 

The rank-frequency distribution of Text 4 

 

Text 4, h=6 

Token Rank 
Average 

rank 
Frequency 

her 1 1.5 16 

the 2 1.5 16 

wise 3 3.5 8 

thrush 4 3.5 8 

she 5 5 7 

in 6 6 6 

foolish 7 9.5 4 

young 8 9.5 4 

on 9 9.5 4 

were 10 9.5 4 

but 11 9.5 4 

and 12 9.5 4 

a 13 14.5 3 

all 14 14.5 3 

pretty 15 14.5 3 

to 16 14.5 3 
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Since the threshold value is 1.96, u<1.96 means that the difference between the 

two texts is not significant.  
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7. Pre-processing: Tokenization, Lemmatization,    

POS Tagging 
 

QUITA’s main task is to reduce the amount of work needed for quantitative 

analysis of texts. For this reason, QUITA implements the most important tools 

and interfaces for pre-processing such texts to create their final form capable and 

suitable for quantitative analysis. The pre-processing procedure starts with the 

necessary step of tokenization (recognition of single words) and then proceeds 

through two optional steps: lemmatization and POS (part of speech) tagging. 

Lemmatization is an optional step as long as the user does not require the use of 

lemmas or when the user supplies an already lemmatized text as an input to 

QUITA. POS tagging is also an optional pre-processing step which (internally) 

supplies part of speech tag for every token. 

To clarify the process and the exact order of applying all of the pre-

processing tools mentioned above, see the following flow chart: 
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NOTE: The actual model of text pre-processing might be not suitable for 

efficient and accurate lemmatization or POS Tagging because of passing tokens 

or lemmas into the Lemmatizer or POS Tagger tools individually (without any 

context). Lemmatization and POS Tagging tools use contextual information. But 

you can overcome this problem by inputting already lemmatized text into QUITA 

in vertical format (lemma-per-line format; for details, see further in this section). 

Unfortunately, for this first version of QUITA, this problem cannot be overcome   

for the POS Tagging pre-processing tool. 

 

 

7.1. QUITA and third party tools 
 

QUITA has the ability to cooperate with programs that allow communication 

through the system standard input/output (known as “pipe” or STDIN, 

STDOUT), including tools such as Python scripts, Perl scripts, executable com-

mand line tools (EXE files, …) or Internet Web applications with the POST/GET 

interface. The actually available third party programs were chosen for preview 

reason only. Adding new tools is not supported in the current version but is 

planned for the next version of QUITA. 

 

 

7.2. Tokenizer 
 

Every text inputted into QUITA has to be tokenized before the computation of 

any indicators can begin. You can find all the available tokenizers in the “Project 

Settings – Tokenizer” card where you can also tick the one you want to use, or, 

you can simply set the desired tokenizer in “Project Settings – All (summary)” 

card.  

 



61 
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7.2.1. Available tokenizers 
 

QUITA contains several basic built-in tokenizers: 

 Default generic tokenizer – this tokenizer uses the regular expression 

“\W+” to split tokens by “non words characters” (anything except A-Z and 

0-9 chars). 

 Line Tokenizer – treats each line as a single token – this tokenizer allows 

users to tokenize text on their own and then supply this fully tokenized 

text to QUITA in the usual token-per-line format. 

 Generic char tokenizer – treats each character as a single token. 

 DNA Triplet Tokenizer – treats each three characters as a token. FNA 

(FASTA) files are fully supported – description lines (starting with “>” 

character) are ignored while tokenizing. 

 DNA Nucleotide Tokenizer – treats each character as a token. FNA 

(FASTA) files are fully supported – description lines are ignored while 

tokenizing. 

 

All tokenizers in QUITA: 

 Ignore non-letter or number (see below) single character tokens. In 

other words: all tokens with length = 1 are removed when the only 

char is not a letter or is a number (see further). 

 Ignore tokens that are numbers and non-alphanumeric characters. 

This behaviour can be turned off by ticking “Treat Numbers as 

words” and “Treat non-alphanumeric characters as words” in the 

menu Settings (see Figure below). 
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7.3. Lemmatizer 
 

Given that word-forms do not have to be suitable units for some texts (especially 

those written in inflected languages, e.g. Slavonic languages), QUITA enables 

users to lemmatize a text. Click on the “Project Settings – Lemmatizer” card, and 

as with the Tokenizer settings, just tick the one you want; or you can easily set 

the desired lemmatizer in the “Project Settings – All” card.  
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As  mentioned above, you can supply the already lemmatized and tokenized text 

in lemma-per-line format to QUITA while setting the tokenizer tool to “Line 

Tokenizer” and the lemmatizer tool to “[Nothing]”; or you can supply just a  

lemmatized text in a common format and let QUITA  tokenize it with any of the 

supported tokenizers. 

 

The list of available lemmatizers: 

 Arabic (AR), 

 Czech (CZ), 

 German (DE), 

 Danish (DK), 

 English (EN), 

 Spanish (ES), 

 Finnish (FI), 

 French (FR), 

 Italian (IT), 

 Dutch (NL), 

 Portuguese (PT), 

 Romanian (RO), 
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 Russian (RU), 

 Swedish (SE). 

 

 

7.4. POS Tagger  
 

The POS Tagger allows users to distinguish parts of speech in a text. You can set 

the POS Tagger in the “Project Settings – POS Tagger” card or in the “Project 

Settings – All” card. To active this option, click on “POS Tagger” and tick the 

one you want. The actually supported POS Taggers were chosen for this preview 

only. Support for other POS Taggers by plugins will be added in future versions 

of QUITA.  

 

 

 

NOTE: The Lemmatizer and POS Tagger overview tables contain a Reliability 

column which is reserved for future use and meanwhile does not provide any 

important information.  
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8.  Post-processing 
 

After the pre-processing, the raw text is transformed into its final form which can 

be edited, in light of all the data obtained from the tokenization, lemmatization 

and POS tagging. The output of the post-processing procedure is then passed as a 

final output used for calculations. The setting of the post-processing tool can be 

found in the “Project settings – All” card (see figure below). 

 

 

 

 

8.1. N-grams 
 

An N-gram is a continuous sequence consisting of n units in a given text. The N-

grams in a text can then be counted. Characters and words are mostly regarded as 

units but one can consider phonemes, syllables, sentences, etc. as units too. Click 

on the “Post Processor” arrow to open a menu where you can choose from bi-
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grams, tri-grams, tetra-grams or you can select whatever n-grams you want. N-

gram settings can be removed by clicking on “Reset N-Grams” in “Settings”. 

 

 

 

N-grams are units which can be used in several fields such as probability, 

communication theory, natural language processing, computational biology or 

data compression. In quantitative linguistics, n-grams are usually used in 

stylometry. N-grams even seem to be the most powerful tool in authorship 

attribution.  

Although studies based on n-grams yield very good results, it is important 

to mention that there are also considerable disadvantages. These units are not 

used in traditional linguistics because they are not connected to any linguistic 

theory. So N-grams represent text surface features rather than language.  

 

 

8.2. Text Length Reduction 
 

Since most indicators of frequency structure are influenced by text length, 

comparing resulting values between texts of different sizes can be misleading. 

The easiest way to avoid this problem is to reduce texts to the first n tokens. 

Click on the “Post Processor” arrow to open a menu where you can reduce texts 

to the first n tokens. 
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Although text reduction is a simple solution, it is very problematic from a 

linguistics point of view. Linguists consider each text as one cohesive unit. Thus, 

only complete texts can be analysed without any misleading results. So each 

researcher has to decide which solution is better in his or her analysis. It depends 

on many aspects of the research and it is therefore impossible to say which 

solution is better in general. That is why each indicator in this manual is 

accompanied by a graph which shows the results in 658 texts of various lengths – 

everyone can see how much each indicator is influenced by the text size. 
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9. Cache Settings 
 

Using tokenizers, lemmatizers and POS taggers may require a lot of time. If a 

user wants to show only the word list, the data are loaded from the cache 

memory (the text is not tokenized, lemmatized or tagged again). Thus, the 

process is much faster. On the other hand, if you work with many texts, the cache 

memory may be overloaded. On the “Cache” card, you can adjust the memory 

settings: 

 Disable Cache 

 Enable Cache 

o Cache Tokens (prevents repeating tokenization) 

o Cache Types (prevents repeating lemmatization) 

o Cache Frequency Table (prevents repeating time consuming 

calculations) 

 

 

 

Every user must decide which cache settings are appropriate for the current 

study. Generally, it is recommended to use cache memory only when you work 

with few texts. 
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10.   Starting Calculations 
 

After selecting all the desired options, the computing process is ready to begin. 

Just click on the “Start!” button at the bottom right and wait until a new window 

with results opens. 
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11.   Results 
 

Once the computing process has finished, a window with the results will open. 

All the results are displayed in a table. 

 

 

 

 

11.1.  Underlined Results alias “Alternative data” 
 

The underlined results (also called“Alternative data”) are data obtained from the 

calculation of given indices which might be interesting for the user to see. For 

example, the calculation of the “Types” index produces alternative data: a list of 

all types in given text. This list is then accessible by double-clicking on the 

underlined result of the Type index and is then displayed in a new tab page, as 

can be seen below: 
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While displaying alternative data, you can alternate text style (“Text style” menu) 

and background color (“Color” menu) of each line to mark interesting lines. You 

can also use the “Copy results” menu copy the whole table to the clipboard or 

export it to a  CSV file and then import it to any table processor, such as Excel or 

OpenOffice Calc. 

 

NOTES:  

- The TAB character is used as delimiter for CSV files. The file encoding is 

set to UTF-8. 

- For importing data to Excel, it is better to use the “Copy to Clipboard” 

option (and then just paste it by CTRL+V keyboard shortcut directly into 

an Excel table) rather than importing CSV files, which is problematic for 

some reason. 

 

 

11.1.1. Types 
 

The Alternative data of Types (count) index (as has been already mentioned) is a 

list of all types appearing in given text. The order of the displayed types and its 

indexation is based on the first appearance of given type: While the first word 

will be always displayed as the first type in this list, its next appearance is not 

listed again. Thus: Any list of types will likely follow the original order of words 

in the text while ignoring next occurrences of already listed types. 

For better clarity, let’s look at this sentence: “Fox jumps over the lazy dog. 

Fox is great.” The Alternative data of Types index is a list of types: 
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1. Fox, 

2. jumps, 

3. over, 

4. the, 

5. lazy, 

6. dog, 

7. is, 

8. great. 

 

The type “Fox” has already been mentioned in the types list and is not listed 

again. 

 

 

11.1.2. Tokens 
 

The Alternative data of Tokens (count) index contain a list of tokens obtained 

from the given text. The order and indexation in the displayed list has the same 

order as the original text. The order can be mismatched, however, in the case 

when QUITA detects invalid tokens (e.g. numbers when the option “Treat 

numbers as words” is unticked; see 7.2.1 Available tokenizers for more details). 

 

 

11.1.3. Frequencies 
 

There can be displayed a list of types or lemmas in a text with rank, frequency 

and percentage of their occurrence (counted for the whole text). 
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11.1.4. POS Frequencies 
 

Similarly to Frequencies, POS Frequencies display a list of the parts of speech in 

a text with their frequency and percentage (counted for the whole text). 

 

 

 

 

 

11.1.5. Thematic concentration 
 

There is a list of so-called thematic words with their rank, average rank, 

frequency, part of speech, thematic weigh (TW), h, r’, f(r’) and f(1). 
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11.1.6. Secondary Thematic Concentration 
 

There are the same columns as in the “Thematic Concentration”. The secondary 

concentration differs only in the h-point (h) (see 6.1.2 h-point) which is 

multiplied by 2. Thus there are many more thematic words. 

 

 

11.1.7. Activity 
 

There is a list of verbs and adjectives in a text with the cumulative sums for Q, 

A+V, V, A. 
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11.1.8. Descriptivity 
 

There is a list of verbs and adjectives in a text with the cumulative sums for D, 

A+V, V, A. 

 

 

 

 

11.1.9. Token Length Frequency Spectrum 
 

There is a list of all token lengths in a text with their frequency. 
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11.2. Results tools 
 

11.2.1. Text Selection 
 

To use some functions in the toolbar, it is necessary to select the rows first. You 

can just click on the required row and use the mouse click while holding CTRL 

to select more rows, or use the common “CTRL+A” keyboard shortcut to select 

all rows. The next option is to use any selection tool from the “Select” menu in 

the results toolbar, where you can use more advanced selections like “Select All 

Containing…” or “Select Random Rows…” which selects random rows to a 

given count specified by the user. 

 

 

 

 

 

11.2.2. View Text 
 

Click on “View Text” or just press F3 to display the original content of the 

selected text or, in the case that the text has been post-processed (eg. by n-

grammization), displays the post-processed text. 
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11.2.3. Comparison of Results 
 

QUITA provides an option to compare the resulting values between two texts. 

Comparison is based on statistical test with the default significance level 0.05. 

The following indicators can be statistically tested: Entropy, R1, RR, TC, STC, 

PTC, Activity, Descriptivity, G. 

Click on “Compare values” and choose a required indicator.  
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A table with results of the test will open. In the table, you will also find average 

values and values of the standard deviation. 

 

 

 

For better clarity, data can be coloured. Click on the “Statistics” menu and 

“Colorize” and the obtained values will be coloured by three colours: 
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 Green = there is no significant difference between two texts. 

 Orange = there is a significant difference between two texts. 

 Yellow = the resulting value is on the border between significant and non-

significant difference between two texts. 

 

 

 

 

11.2.4. Comparison of Projects 
 

QUITA can also test pairs of projects (i.e. two groups of texts). For example, you 

may want to compare the styles of two authors. The first author wrote five novels 

and the second one wrote eight novels. You need to create two projects (one for 

each of them) and let QUITA create its results. When you have the results of the 

required indicators, it is possible to compare the two projects. Click on “Compare 

Projects” and you will get a colorized table with the resulting values of the 

statistical test. 
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The formula of u-test is defined as: 

 

  
         

 
  

 

  
 

  
 

  

 

 

   ,    ...arithmetic mean of results in each group 

S1, S2…standard deviation 

n1, n2…number of results in each group 
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Example 

 

We would like to compare the style of two collections of poems written by two 

different authors (namely the Czech poets František Gellner and Jan Skácel) in 

terms of vocabulary richness indicator R1. So we want to discover differences 

between whole collections. We cannot therefore use a statistical test for a pair of 

texts because we need to compare two groups with different numbers of texts. 

For this purpose, we must use the average values over the individual texts.  

 In our case, Gellner wrote 19 poems and Skácel wrote 20 poems. 

This comparison can be performed by QUITA using two projects. The first 

project contains 19 Gellner’s poems and the second one contains 20 Skácel’s 

poems. Then we can find out whether the difference between two collections of 

poems is significant by clicking on “Compare Projects”. 

 

The calculation by hand is as follows: 

We must firstly compute the R1 results of individual poems, average values and 

standard deviation values. 

 

 Gellner Skácel 

1 0.886875 0.946078 

2 0.945545 0.945755 

3 0.877273 0.963636 

4 0.937500 0.900510 

5 0.949219 0.889831 

6 0.912568 0.875000 

7 0.896126 0.936475 

8 0.950431 0.875000 

9 0.910928 0.941327 

10 0.895105 0.952161 

11 0.894353 0.892405 

12 0.927185 0.960000 

13 0.903378 0.950000 

14 0.760870 0.893617 

15 0.911765 0.892157 

16 0.889610 0.890805 

17 0.818824 0.962264 

18 0.824675 0.890046 

19 0.915441 0.945455 

20  0.942308 

X 0.89514059 0.92224144 

s 0.04695488 0.03135431 

 

Then we can compare two groups of texts by the u-test. 
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11.2.5. Chart Wizard 
 

QUITA includes a tool for creating charts from the results. Click on the “Chart 

Wizard” or press F5 to create a new chart. 
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In the dialog box, you can select which data to display in the graph. You can: 

 Select which rows to use. 

 Select data for the x, y and z axes.  

 Select “Use alternative data”, to use data which are displayed when you 

double click on underlined values in the results table. 

 Tick “Multi-charting” to merge data from all the projects into one graph.  

 Add a new chart to one of the already existing graphs. 

 Enter the chart name in the penultimate box. 

 Enter the series name in the last box. 

 

When all the required options are selected, press “OK” to create the graph. 

 

  

  

The chart wizard provides plenty of options for displaying results. There are 

options in the toolbar at the bottom for what to do with the chart: 

 

Click on “Chart” to adjust basic features: 
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In the resulting menu, you can: 

 Choose the type of chart 

 Edit points 

 Edit series 

 Edit the X axis 

 Edit the Y axis 

 Adjust the axis and grid colours 

 Select the marker size 

 Save the image to the clipboard  

 Save image to your PC as an EMF, PNG or GIF file (EMF is vector 

file format, PNG and GIF are not vector file formats) 

 See the print preview 

 Print. 

 

NOTE: You can also edit any desired point by simple double clicking on it 

directly on the graph. 

 



86 

 

 

 

The toolbar at the bottom of the chart window provides the most widely used 

settings: 

 Click on “Inversions” to reverse or invert axes. 

 Click on “Scaling” to logarithm axis or fit maximum and minimum of the 

chart. 

 Click on “Minor Grid” to show or hide minor grid. 

 Click on  to show margin. 

 Click on  to choose line chart. 

 Click on  to choose point chart. 

 Click on  to display legend. 

 Click on “Statistics” to open a menu with the following statistical 

functions: 
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 Click on “Sort data” to sort data in descending or ascending order. 

 

 

11.2.6. Copy Results 

 

There are two ways to copy the results. Click on “Copy results” and then choose: 

“Copy Grid to Clipboard” or “Export Grid CSV File”. 
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NOTES: 

 The TAB character is used as delimiter for CSV files. File encoding is set 

to UTF-8. 

 For importing data to Excel, it is better to use the “Copy to Clipboard” 

option (and then just paste it by the CTRL+V keyboard shortcut directly to 

an Excel table) rather than importing CSV files, which is problematic for 

some reason.  
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12. Tools 

 

QUITA actually provides two advanced tools: “Random text creator” and 

“Binary file to alphabetic text”. 

 

 

 

 

12.1. Random Text Creator 
 

In linguistics, it is often very useful to compare the results of a real text with the 

results of a random text. For this purpose, QUITA includes a tool for creating 

random text. You can select characters, text length, and the minimal and maximal 

word size. The created text can be copied or directly saved as a .txt file to your 

PC. 

 NOTE: The randomization function is provided by the .NET Framework 

3.5: System.Random (class) Next (method). Each call of this function generates a 

random number used to pick an alphabetic character. 
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Example 

 

We would like to create a random text which consists of the first six letters of the 

alphabet (abcdef). The text must be 75 words long and the word length must vary 

from 2 to 6. First, type the letters you want to use. Then, choose the number of 

words (text size) and the minimal and maximal word length. Finally, click on the 

“OK” button to create a text. 
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If we want to create another text with the same settings, we can simply click on 

the “OK” button again. This step can be repeated as many times as we want. 

 

 

 

 

12.2. Binary File Translator 
 

This tool transforms any binary file (executable files, pictures, compressed files, 

sounds, …) to a text by coding its bytes into a user defined alphabet by the same 

manner as common numeric base conversion is done. E.g., if we specify the 

alphabet as “0123456789ABCDEF”, the generated text is the same as that 

displayed in any hexadecimal file editor. Thus, any coded output of this tool is 

revertible to its original without losing any information. If we specify the 

alphabet as “ACGT” (nucleotide letters), you can examine the differences 
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between the executable file from your system and live form DNA. The created 

text can be copied or directly saved as a .txt file to your PC. 

 

 

 

Example 

We would like to transform a picture in jpeg format (see below) to a text 

consisting of letters from the English alphabet. The steps to do this are: 

1. Open the binary file translator in “TOOLS”. 

2. Choose the file using the “BROWSE” button. 

3. Type the letters for the alphabet. 

4. Click on the “CREATE” button to complete the process. 
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The resulting sequence of letters of the picture can be saved and analysed by all 

the indicators in QUITA, as any other text. 
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13. Additional information 
 

QUITA, although it has been tested, may still contain bugs and flaws. If you find 

any troubles, difficulties, mismatches or you have any suggestions on how to 

improve QUITA, do not hesitate to contact us at the project homepage: 

 

https://code.google.com/p/oltk/  

https://code.google.com/p/oltk/
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15. Appendix 
 

 

15.1. Text 1  
 

The second paragraph of the book Nineteen Eighty-Four by George Orwell 

 

The hallway smelt of boiled cabbage and old rag mats. At one end of it a 

coloured poster, too large for indoor display, had been tacked to the wall. It 

depicted simply an enormous face, more than a metre wide: the face of a man of 

about forty-five, with a heavy black moustache and ruggedly handsome features. 

Winston made for the stairs. It was no use trying the lift. Even at the best of times 

it was seldom working, and at present the electric current was cut off during 

daylight hours. It was part of the economy drive in preparation for Hate Week. 

The flat was seven flights up, and Winston, who was thirty-nine and had a 

varicose ulcer above his right ankle, went slowly, resting several times on the 

way. On each landing, opposite the lift-shaft, the poster with the enormous face 

gazed from the wall. It was one of those pictures which are so contrived that the 

eyes follow you about when you move. BIG BROTHER IS WATCHING YOU, the 

caption beneath it ran. 

 

 

15.2. Text 2  
 

The first paragraphs of the novel Animal Farm by George Orwell 

 

Mr. Jones, of the Manor Farm, had locked the hen-houses for the night, but was 

too drunk to remember to shut the pop-holes. With the ring of light from his 

lantern dancing from side to side, he lurched across the yard, kicked off his boots 

at the back door, drew himself a last glass of beer from the barrel in the scullery, 

and made his way up to bed, where Mrs. Jones was already snoring. 

As soon as the light in the bedroom went out there was a stirring and a fluttering 

all through the farm buildings. Word had gone round during the day that old 

Major, the prize Middle White boar, had had a strange dream on the previous 

night and wished to communicate it to the other animals. It had been agreed that 

they should all meet in the big barn as soon as Mr. Jones was safely out of the 

way. Old Major (so he was always called, though the name under which he had 

been exhibited was Willingdon Beauty) was so highly regarded on the farm that 

everyone was quite ready to lose an hour’s sleep in order to hear what he had to 

say. 
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15.3. Word list of Text 1 and Text 2 
 

Nineteen Eighty-Four 

RANK WORD FREQUENCY 

1 the 16 

2 it 7 

3 was 7 

4 of 7 

5 and 5 

6 a 5 

7 for 3 

8 you 3 

9 at 3 

10 face 3 

11 times 2 

12 had 2 

13 enormous 2 

14 on 2 

15 with 2 

16 wall 2 

17 winston 2 

18 about 2 

19 lift 2 

20 poster 2 

21 one 2 

22 ankle 1 

23 hate 1 

24 preparation 1 

25 his 1 

26 right 1 

27 drive 1 

28 economy 1 

29 resting 1 

30 in 1 

31 went 1 

32 slowly 1 

33 thirty 1 

34 nine 1 

35 flights 1 

36 up 1 

37 who 1 

38 seven 1 
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39 flat 1 

40 week 1 

41 above 1 

42 varicose 1 

43 ulcer 1 

44 follow 1 

45 when 1 

46 move 1 

47 contrived 1 

48 that 1 

49 eyes 1 

50 big 1 

51 caption 1 

52 beneath 1 

53 ran 1 

54 brother 1 

55 is 1 

56 watching 1 

57 landing 1 

58 opposite 1 

59 shaft 1 

60 several 1 

61 way 1 

62 each 1 

63 gazed 1 

64 which 1 

65 are 1 

66 so 1 

67 from 1 

68 those 1 

69 pictures 1 

70 depicted 1 

71 simply 1 

72 an 1 

73 been 1 

74 tacked 1 

75 to 1 

76 wide 1 

77 man 1 

78 forty 1 

79 more 1 

80 than 1 

81 metre 1 
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82 display 1 

83 cabbage 1 

84 old 1 

85 rag 1 

86 hallway 1 

87 smelt 1 

88 boiled 1 

89 too 1 

90 large 1 

91 indoor 1 

92 mats 1 

93 end 1 

94 coloured 1 

95 present 1 

96 electric 1 

97 current 1 

98 best 1 

99 seldom 1 

100 working 1 

101 daylight 1 

102 hours 1 

103 part 1 

104 cut 1 

105 off 1 

106 during 1 

107 even 1 

108 moustache 1 

109 ruggedly 1 

110 handsome 1 

111 five 1 

112 heavy 1 

113 black 1 

114 no 1 

115 use 1 

116 trying 1 

117 features 1 

118 made 1 

119 stairs 1 
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Animal Farm 

RANK WORD FREQUENCY 

1 the 20 

2 to 9 

3 was 8 

4 had 7 

5 he 4 

6 as 4 

7 a 4 

8 in 4 

9 of 4 

10 jones 3 

11 and 3 

12 from 3 

13 his 3 

14 farm 3 

15 that 3 

16 been 2 

17 light 2 

18 it 2 

19 so 2 

20 side 2 

21 way 2 

22 on 2 

23 night 2 

24 all 2 

25 major 2 

26 mr 2 

27 old 2 

28 soon 2 

29 out 2 

30 dream 1 

31 strange 1 

32 prize 1 

33 they 1 

34 agreed 1 

35 day 1 

36 animals 1 

37 wished 1 

38 middle 1 

39 white 1 

40 communicate 1 

41 previous 1 
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42 other 1 

43 boar 1 

44 should 1 

45 ready 1 

46 lose 1 

47 an 1 

48 regarded 1 

49 everyone 1 

50 quite 1 

51 hour 1 

52 hear 1 

53 what 1 

54 say 1 

55 s 1 

56 sleep 1 

57 order 1 

58 highly 1 

59 safely 1 

60 always 1 

61 called 1 

62 meet 1 

63 big 1 

64 barn 1 

65 though 1 

66 exhibited 1 

67 willingdon 1 

68 beauty 1 

69 name 1 

70 under 1 

71 which 1 

72 during 1 

73 dancing 1 

74 lurched 1 

75 across 1 

76 with 1 

77 ring 1 

78 lantern 1 

79 boots 1 

80 at 1 

81 back 1 

82 yard 1 

83 kicked 1 

84 off 1 
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85 houses 1 

86 for 1 

87 but 1 

88 manor 1 

89 locked 1 

90 hen 1 

91 shut 1 

92 pop 1 

93 holes 1 

94 too 1 

95 drunk 1 

96 remember 1 

97 door 1 

98 went 1 

99 there 1 

100 stirring 1 

101 already 1 

102 snoring 1 

103 bedroom 1 

104 word 1 

105 gone 1 

106 round 1 

107 fluttering 1 

108 through 1 

109 buildings 1 

110 glass 1 

111 beer 1 

112 barrel 1 

113 drew 1 

114 himself 1 

115 last 1 

116 bed 1 

117 where 1 

118 mrs 1 

119 scullery 1 

120 Made 1 

121 up 1 

 

 

 

 



105 

 

15.4. Text 3 
 

The poem I Said to Love by Thomas Hardy. 

 

I said to Love,  

"It is not now as in old days  

When men adored thee and thy ways  

   All else above;  

Named thee the Boy, the Bright, the One  

Who spread a heaven beneath the sun,"  

   I said to Love.  

 

   I said to him,  

"We now know more of thee than then;  

We were but weak in judgment when,  

   With hearts abrim,  

We clamoured thee that thou would'st please  

Inflict on us thine agonies,"  

   I said to him.  

 

   I said to Love,  

"Thou art not young, thou art not fair,  

No faery darts, no cherub air,  

   Nor swan, nor dove  

Are thine; but features pitiless,  

And iron daggers of distress,"  

   I said to Love.  

 

   "Depart then, Love! . . .  

- Man's race shall end, dost threaten thou?  

The age to come the man of now  

   Know nothing of? -  

We fear not such a threat from thee;  

We are too old in apathy!  

Mankind shall cease.--So let it be,"  

   I said to Love. 

 

  

15.5. Text 4 
 

The poem The Two Nests by Dora Sigerson. 

 

The wise thrush, the wise thrush, she choseth well her tree, 

Made her nest in the laurel's leafy shade. 
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But the foolish young girl, all laughing in her glee, 

She built on a reed that all winds swayed, 

She built on a reed that swung and swayed. 

 

The wise thrush, the wise thrush, she crouchèd on her nest, 

When the hawk in the clouds hunted nigh, 

But the foolish young maid did sing in soft request 

He pass not unpraised her nestlings by, 

Her gentle hopes and pretty dreaming by. 

 

The wise thrush, the wise thrush, she lingered and she spied 

A safe flight her fledgelings to gain, 

But the foolish young girl, all careless in her pride, 

Found her pretty ones were scattered and were slain, 

In her ravished heart her pretty ones were slain.  

 

The wise thrush, the wise thrush, she drowsèd at her ease 

While her nestlings did pipe on the tree. 

But the foolish young maid could not her grief appease, 

For her dying hopes were pitiful to see, 

Oh, pitiful her perished dreams to see. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

The RAM-Publishing House edits since 2001 also the journal Glottometrics – up 

to now 28 issues – containing articles treating quantitative linguistic themes, too. 

The abstracts can be found in http://www.ram-verlag.eu/journals-e-

journals/glottometrics/ (free of charge). The contents of the last issue 

(Glottometrics 28, 2014) is as follows: 
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