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Preface 
 
 
 

The third volume of Problems has the same structure and the same aim as the 
first two volumes. The problems can be used for writing essays for final exam-
inations, dissertations or, in European context, “habilitations”. The authors would 
be very pleased if solutions to some problems would be published in some 
appropriate journals. They also hope that each problem presented here will be 
developed further both in empirical and theoretical directions. In many cases 
only suggestions and hints are given but the authors hope that the readers will go 
their own ways and systematize the given problem, i.e. subsume it under a more 
general problem, link it with other phenomena and, at last, propose a theoretical 
derivation with linguistic substantiation. However, even empirical testing using 
other texts/languages and empirical generalizations would be of great value.  
 Each problem automatically evokes other problems which are either col-
lateral or hierarchic, i.e. concern problems at the same linguistic level or at a 
different one. As a matter of fact, local problems can be solved in isolation ad-
equately or ad hoc, but in theoretical research the only criterion of a useful 
solution is systematization. Hence we recommend the reader not to stop at the 
solution of a problem for a single text or text sort or author or language but to 
extend the analysis at least by means of empirical generalization to different 
objects. Since the readers are linguists, the extension of the scope of study to 
other languages may not be a serious problem.   
 In the present volume the problems are classified into six groups: phon-
ology and script, grammar, semantics, synergetics, text analysis and a group of 
mixed problems. If there is a hint to a similar problem in the previous volumes, it 
is recommended to solve first the simpler task and generalize the problem step by 
step. 
 The mathematics necessary for solutions is simple and can either be found 
in text-books of statistics, or, if not, then the reader finds instructions directly in 
the “Procedure” accompanying each problem. It is recommended to read at least 
some of the works given in the References. Many times we quote old works in 
order to show that the problem itself is nothing new but obtains a different look 
in its new quantitative costume. 
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1. Phonology and script 
 

1.1. Phoneme distribution: structural gaps 
 
 
Hypothesis 
The greater the number of phonemes in an inventory (P), the smaller is the prop-
ortion of realized phoneme combinations, i.e. the greater the proportion of struc-
tural gaps (G). Test the hypothesis. 
 
Procedure 
There is no language in which all phoneme combinations would be exploited (cf. 
Goldrick 2004; Kawasaki, Ohala 1981; Kawasaki-Fukimori 1992). In every lan-
guage there are structural gaps, i.e. missing phoneme combinations e.g. /bp/ or 
/pb/ within a morpheme or syllable in English. It can be expected that the greater 
the phoneme inventory, the more gaps can be (proportionally) expected, since 
language strives for “easy” combinations (clusters) and sufficient redundancy 
and does not need to exploit all possibilities. The omitting of certain combin-
ations can be compensated by means of functional equivalents like tone, stress, 
word prolongation, etc. 
 State all phoneme combinations (R) in many languages, i.e. collect them 
from the existing literature or analyse extensive corpora. No frequencies are 
necessary. Then for a class i of languages having the same phoneme inventory 
size (Pi) compute the mean proportion of gaps. The size of a gap in an individual 
language can be computed as 
 

 21 RG
P

  =  1
number of phoneme combinations
square of phoneme inventory size

  

 
and the mean is the sum of G of all k languages having the same inventory size P 
divided by k. One needs about 200 languages to obtain reliable results. If some P 
class is not sufficiently represented, then several classes should be pooled and 
also the mean P should be stated. 
 First obtain the empirical values of <G,P>, then derive the function 

( )G f P from some assumptions and substantiate the derivation linguistically. 
 In order to facilitate the collecting of data, we reprint the cases prepared 
by E. Kelih (2009) who proposed also some other relationships between the num-
ber of vowels, consonants and phoneme combinations and presented all refer-
ences.  
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Table 1 
Inventory sizes (P) and realized phoneme combinations (R) in 75 data 

(from E. Kelih 2009) 
 

Language P R  Language P R 
Rotokas 11 85  Pāli 33 335 
Hawaiian 13 104  Sirionó 33 580 
Maori 15 125  Old Church Slavic 34 540 
Huichol 20 172  Sarakatšan 35 483 
Kaiwa (Guarani) 20 185  Hungarian 37 922 
Kurija 21 187  Czech 37 826 
Hittite 21 233  Ardchama-gadchi 32 292 
Kikongo 22 222  Amuesh 32 477 
Sierra Nahuat 23 339  Aromanian 38 627 
Spanish (Costa Rica) 23 290  Arabic (Cyprus) 38 736 
New Islandic 23 325  Ukrainian (2) 38 826 
Guarani 24 244  Vedic 39 740 
Luba  24 241  Russian (2) 39 910 
Lomongo  25 303  Russian (1) 39 908 
Ayacucho-Quechua 25 379  Polish-Dialect (1) 40 610 
Basque (Maya) 26 277  Polish-Dialect (2) 40 696 
Slovenian 26 519  Polish (2) 40 883 
Mvera 26 363  Polish (1) 41 920 
Cuicateco 26 402  Sanskrit (1) 41 869 
Greek B 26 378  Sanskrit (2) 41 868 
Duala 27 319  Sanskrit (3) 41 860 
Attic 27 550  Lituanian-Dialect 1 42 584 
Totonaco 27 562  Lituanian-Dialect 2 42 666 
Old Japanese 28 294  Sanskrit (4) 43 853 
Lingala 29 266  Arabic (Egypt) 43 1267 
Indonesian (1) 29 459  Ukrainian (1) 43 867 
Indonesian (2) 29 473  Kashmiri 43 840 
Modern Japanese 30 328  Belorussian-Dialect 1 44 742 
Songe 30 420  Belorussian-Dialect 2 44 817 
Toyolabal (Mayan) 30 447  Ganda 45 668 
Kikuju 31 503  Slovak 46 1066 
Serbocroatian (1) 31 690  Bambara  48 649 
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Serbocroatian (2) 31 542  Khmer (1) 49 1025 
Maharasti 32 300  Khmer (2) 49 870 
Mahadhi 32 305  Malyalam 51 763 
Šauraseni 32 318  Punjabi 51 1001 
Macedonian 32 618  Lituanian 53 719 
American English 32 661     

 
 

    References 
Goldrick, M. (2004). Phonological features and phonotactic constraints in speech 

production. Journal of Memory and Language 51, 586-603. 
Kawasaki, H., Ohala, J.J. (1981). Acoustic basis for universal constraints on 

phoneme combinations. Journal of the Acoustical Society of America 70. 
Kawasaki-Fukimori, H. (1992). An acoustical basis for universal phonotactic 

constraints. Language and Speech 35, 73-86. 
Kelih, E. (2009). Phonemverbindungen und Inventarumfang: Empirische Evi-

denz und Modellentwicklung. Glottotheory 2(1), 60-74. 
Kempgen, S. (1999). Modellbedingte Distributionsbeschränkungen in der Phono-

logie. In: Grünberg, K., Potthoff, W. (eds.), Ars Philologica. Festschrift für 
Baldur Panzer zum 65. Geburtstag: 179-184. Frankfurt/Main: Lang. 

Kleinlogel, A., Lehfeldt, W. (1972). Zur Problematik einer syntagmatisch-pho-
nologischen Sprachklassifikation. In: Jäger, S. (ed.), Linguistik und Stati-
stik: 51-64. Braunschweig: Vieweg. 

Schulz, K.-P., Altmann, G. (1988). Lautliche Strukturierung von Sprachein-
heiten. Glottometrika 9, 1-48. 

 
 
 

1.2. Stress placement in isosyllabic poems 
 
 

Problem 
In isosyllabic poetry each verse has the same number of syllables, however, the 
stress does not need to be distributed deterministically, i.e. on the parallel syl-
lables in all verses. Perform Fourier analysis (Howell 2001; Stein, Weiss 1971) 
of the stress placement. 
 
Procedure 
Take an isosyllabic poem and compute the proportion of stresses in each position 
of the verses. You obtain an irregular oscillating sequence.  
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 Express the sequence mathematically using either Fourier series or dif-
ference equations of higher order. The order should not surpass the half number 
of syllables in the verse. 
 Perform the analysis for a whole poetical “school” or a period and perform 
the following characterisations.  
 (1) Join the sequence of proportions in individual positions with straight 
lines and compute the length of the arc. The longer the arc length, the more de-
terministic is the stress placement, the stronger is the placement tendency. Ex-
plain why. 
 (2) In order to be able to compare poems with different verse lengths, 
compute for every length the maximum arc length. Then divide the observed arc 
length by this maximum in order to obtain relative (comparable) measures. 
Normalize this measure to obtain an indicator in the interval <0,1>. The simple 
division by the maximum does not yield an indicator in <0,1> because an arc of 
zero length does not exist here.  
 (3) Consider the proportions of stresses in individual positions and com-
pare them with the discrete uniform distribution. Use the difference as an in-
dicator of the strength of the stress-placing tendency. 
 (4) Study the historical development of the strength of stress-placing tend-
ency in the isosyllabic poetry of a language. Is there an increasing or decreasing 
tendency? Set up a test for comparing your indicator in different poems.  
 (5) Compare stress-placing in isosyllabic poetries of two different lan-
guages. If there are differences, is it caused by language, author, or individual 
texts? Use your indicator. 
 (6) Consider the course of stress placement in two similar poems (i.e. 
having identical syllable numbers in the line) and perform a simple homogeneity 
test. Then collect all poems with the same isosyllabicity in one language and 
compare them as a whole with a similar group in another language. Use the 
information discrimination test. 
 
References 
Altmann, G. (1988). Wiederholungen in Texten. Bochum: Brockmeyer.  
Howell, K.B. (2001). Principles of Fourier Analysis. Boca Raton – London – 

New York – Washington, D.C.: Chapman & Hall/CRC Press.  
Stein, E.M., Weiss, G. (1971). Introduction to Fourier Analysis on Euclidean 

Spaces. Princeton: Princeton University Press. 
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1.3. Vowel duration 
 
 

Hypotheses 
(1) Test the hypothesis that the duration of vowels in a text measured in milli-

seconds (x) abides by the function y = axbexp(cx + d/x). 
(2) Test the hypothesis that the duration of an individual vowel depends on word 

length (measured in terms of phoneme numbers) and the dependence abides 
by a power function (Best 2008). 

 
Procedure 
Take a text a let it read loud by a test person. Use a program which enables you 
to measure the vowel length. Then ascribe the vowels of given length to respect-
ive intervals. Consider X the mid of the intervals and Y the number of vowels 
whose duration falls in the given interval. Fit function (1) to the data and state 
whether it is adequate. The text must be long enough. If you want to transform 
(1) in a distribution (with a as normalizing constant), remember that each interval 
should contain at least 5 observations in order to be reliable. 

(a) Compare the results originating from the same text but from different 
test persons. (b) Fit the function to different texts spoken by the same person. If 
you obtain differences in parameters, study them and draw conclusions. If the 
above function does not hold, change the hypothesis and substantiate it linguis-
tically (cf. Ger�ić, Altmann 1988; Santen 1992; Bergem 1993; Schiavetti et al. 
2004). 

Use the same spoken texts but this time study the duration of the (phon-
emically) same vowel in words of different length. Show that the length of an 
individual vowel depends on the length of the words in which is occurs. The 
length of words should be measured in terms of syllable numbers. That is, state 
the duration e.g. of an /a:/ in words of length 1 syllable, 2 syllables etc. Does the 
dependence follows a power function (y = ax-b)? If not, formulate a new hypo-
thesis and substantiate it linguistically. 
 
References 
Bergem, D.R.v. (1993). Acoustic vowel reduction as a function of sentence 

accent, word stress, and word class. Speech Communication 12 (1), 1-23. 
Bergsveinsson, S. (1941). Grundfragen der isländischen Satzphonetik. Copenha-

gen: Munksgaard. 
Best, K.-H. (2008). Gesetzmäßigkeiten der Lautdauer. Glottotheory 1(1), 1-9. 
Ger�ić, S., Altmann, G. (1988). Ein Modell für die Variabilität der Vokaldauer. 

In: Schulz, K.P. (ed.), Glottometrika 9, 49-58. Bochum: Brockmeyer. 
Laziczius, J. v. (1939). Zur Lautquantität. Archiv für vergleichende Phonetik 3, 

245-250. 
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Santen, J.P.H.van (1992). Contextual effects on vowel duration. Speech Com-
munication 11(6),  513-546. 

Sievers, E. (1876). Grundzüge der Lautphysiologie zur Einführung in das Stu-
dium der indogermanischen Sprachen. Lepzig: Breitkopf & Härtel. 

Schiavetti, N., Metz, D.E., Whitehead, R.L., Brown, S., Borges, J., Rivera, S., 
Schultz, C. (2004). Acoustic and perceptual characteristics of vowels pro-
duced during simultaneous communication. Journal of Communication 
Disorders 37(3), 275-294. 

 
 
 

1.4. Homophones 
 
 

Problem 
Homophones destroy redundancy and increase the decoding effort of the hearer. 
Some languages reduce their rise by suprasegmental means, by increasing the 
number of phonemes in the inventory, by prolonging the words, by admitting 
more phoneme combinations, etc. (1) Set up a control cycle with all factors exert-
ing influence on homophone/homonym formation and specify the requirements 
involved (cf. Köhler 2005; Miozzo, Caramazza 2005; Caramazza et al. 2001; 
Jescheniak et al. 2003).  
 (2) Ogura and Wang (2006) studied the development of homophones in 
Japanese and English and showed two regularities:  
 (a) There is a tendency to brake the increase of the number of homo-
phones, i.e. there are more homophones containing 2 items than 3, 4,… items. 
Test the hypothesis using Ogura and Wang´s data in Japanese and English using 
Tables 1 and 2 below.  
 (b) Creating of homophones depends also on word length, however, this 
tendency need not be monotonously decreasing. Using the tables of Ogura-Wang 
propose a bivariate distribution expressing this dependence. You may begin with 
univariate fitting some distribution to the rows of the tables and then constructing 
a bivariate distribution. 
  
Procedure 
(1) Elaborate a list of possible factors and substantiate their influence linguist-
ically. Then draw a figure analogous to those in Köhler (2005) with homonyms/ 
homophones in the mid and arrows from the influencing factors. Place a plus or 
minus on the arrow according to the kind of influence. In the second step perform 
analyses in several languages and for each relationship derive a simple formula. 
Test the formula using your data.  
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 (2) Tendency (a) can be studied using the last columns of Table 1 and 
Table 2. 
 (b) Fit a distribution to individual rows or to the row containing the totals. 
If the result is satisfactory, create a bivariate distribution and fit it to the inner 
columns and rows of the tables. Substantiate the distribution linguistically. 
 Perform all procedures using other languages and obtaining data from 
dictionaries that can be found on the Internet. 

 
Table 1 

Number of homophones in English (Ogura, Wang 2006) 
 

#Homophone words Word length (in terms of syllable numbers) Total 
 1 2 3 4 5 6 7  

2 
3 
4 
5 
6 
7 
8 

3068 
900 
460 
175 
96 
28 
16 

3888 
477 
104 
40 
0 
0 
0 

1792 
123 
16 
0 
0 
0 
0 

588 
60 
0 
0 
0 
0 
0 

132 
3 
0 
0 
0 
0 
0 

8 
0 
0 
0 
0 
0 
0 

6 
0 
0 
0 
0 
0 
0 

9482 
1563 
580 
215 
96 
28 
16 

Total 4743 4509 1931 648 135 8 6 11980 
 

Table 2 
Number of homophones in Japanese (Ogura, Wang 2006) 

 
#Homophone words. Word length (in terms of mora numbers) Total 

 1 2 3 4 5 6  
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 

26 
27 
32 
5 

12 
21 
0 
9 
0 
0 
0 

13 
0 
0 
0 

446 
231 
132 
125 
108 
14 
56 
45 
50 
0 
12 
13 
0 
0 
0 

1404 
687 
420 
165 
132 
84 
48 
45 
30 
33 
12 
0 
0 
0 
16 

2268 
885 
520 
225 
132 
126 
56 
27 
0 
0 
12 
0 
0 
0 
0 

108 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

12 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

4264 
1833 
1104 
520 
384 
245 
160 
126 
80 
33 
36 
26 
0 
0 
16 

Total 145 1232 2976 4251 111 12 8827 
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1.5. Phonetic difference and frequency 
 
 

Problems 
1. State whether the phonetic difference between the consonants in bi-phonemic 
clusters is normally distributed. If not, find the distribution using linguistic ar-
guments. The role of frequency is played by the number of different clusters 
having the given phonetic difference. (X = phonetic difference, nx = number of 
cluster with difference x) 
2. State whether the phonetic difference between the members of a cluster and its 
frequency are correlated. Find the dependence function and substantiate it lin-

http://www.ling.ed.ac.uk/evolang/2004/ABSTRACTS/POSTERS/ogura-wang.txt
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guistically. According to Saporta (1955) this distribution is normal. The fre-
quencies are, as a matter of fact, weights of phonetic differences.  
 
Procedure 
If possible, use only already published results. Thereby you can save much work 
and especially avoid decisions about how to measure phonetic/phonemic similar-
ity. The literature about this theme is overwhelming, you can choose several 
methods.  
 First collect lists of consonant clusters from individual languages. Either 
one lets a program analyze a corpus in its phonemic form or one takes ready-
made results from the works concerning phoneme distribution (for a short list of 
sources cf. Altmann, Lehfeldt 1980; Lehfeldt 2005). Then compute the phon-
etic/phonemic difference between the members of the clusters. Use phonemic 
descriptions of the given language and some kind of similarity measure. There is 
a great number of such measures; strive for using the same method for all your 
data. Simple methods can be found in the references (cf. a Campo et al. 1989; 
Afendras et al. 1973; Altmann 1969; Austin 1957; Avram 1865/66, 1967, 1972; 
Baddeley 1966; Bailey, Hahn 2001, 2005; Black 1970; Frisch 1966; Frisch, 
Pierrehumbert, Broe 2004; Ger�ić 1971; Grimes, Agard 1959; Heike 1961; 
Imperl, Kacic, Horvat, Zgank 2003; Kloster-Jensen 1966; Kučera 1964; Kučera, 
Monroe 1968; Ladefoged 1970; Luce, Pisoni, Goldinger 1990; Marslen-Wilson, 
Moss, van Harlen 1996; Meyer-Eppler 1969; Miller, Nicely 1955; Naumann 
1976; Perebyjnis 1970; Peterson, Harary 1961; Pierrehumbert 1993; Saporta 
1955; Tolstaja 1968; Vinogradov 1966; Wang, Bilger 1973; Wickelgren 1965, 
1966; Winitz, Bellerose 1963; Yu, Kim, Oh 1995). Of course, many other 
methods can be found.in the literature. 
 Determine the difference for each cluster and set up a difference scale. If 
the scale is discrete, pool some neighbouring difference classes containing few 
clusters; if the scale is continuous, set up intervals. For each difference state the 
number of clusters and, if you analyzed texts or a corpus, all frequencies. Deter-
mine the distribution or at least a curve which holds for all languages you anal-
yzed. If this is impossible, search for boundary conditions which force you to 
modify the model. If you obtain different models, strive for incorporating them in 
a general model. 
 Do not start from the conjecture that any of the distributions must be 
normal, reckon with skewness and explain why it must be so. 
 If you used several similarity measures, compare their performance, derive 
their sampling properties (expected value and variance) and set up an asymptotic 
test for comparisons. 
 In addition, collect the complete literature concerning sound/phoneme 
differences and publish it in form of a historical survey showing the advantages 
and disadvantages of individual methods. Do not consider “advantage” equival-
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ent to “truth” but choose other criteria (“easiness”, “completeness”, “ambiguity”, 
etc.). 
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1.6. Script motifs 
 
 

Problem 
Every script consists of strokes which may differ by length, position, direction, 
thickness, curvature, etc. and can be differently joined with other ones. An ident-
ical set of singular or joined strokes can be called “script motif”. A motif is al-
ways the greatest repeated configuration of strokes (cf. also Problem 1.7: Formal 
problems of rongorongo) 
 (1) Quantify the above mentioned properties.  
 (2) Find the distribution of motifs in signs, i.e. f(x) = number of motifs 
present in x signs, and derive its theoretical distribution.  
 (3) Analyze a simple script and set up an indicator of economy (motif 
repetitions).  
 (4) A script exploits the motifs in different ways; define an indicator of 
entropy and redundancy and interpret them.   
 
Procedure 
Take a simple script, e.g. Ogham, some runes or even Arial. Define the set of 
categories present (length, position, direction,…). Not all categories need to be 
distinctive. The simplest way is to partition the sign in individual strokes and 
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joined strokes and search for identities in other signs. For example the Arial A 
and L have the following partitioning   
 

A / \ - /- /\ -\ 
L | __     

 
Here one can distinguish length, position and direction of strokes, and the motifs 
are simple, double or threefold. Choose the most complex combination of strokes 
that is repeated in other letters and consider it as motif. 
 Here, the quantification of the properties of straight lines is simple: we 
have two positions beginning from top to bottom: top and mid; three directions: 
mid down to left, mid down to right (or seen from below given in degrees) and 
horizontal, and two lengths: full and half. Needless to say, these properties must 
be defined on the basis of the complete alphabet (script) and the individual prop-
erties may be quantified using ordinal numbers or degrees. 
 Take the individual strokes or motifs and count in how many signs they 
occur. Set up the frequency distribution and use some of its properties to define 
the economy of script, its transparency and redundancy. Count the proportion of 
motifs (= repeated structures consisting of more than one stroke) as the ratio of 
repeated motifs to all given multi-stroke structures.  
 Compare two different scripts after having set up appropriate tests. Take a 
present day form of a script and express its evolution from the ancient form. 
Which property changed? Express the evolution of properties by functions and 
describe the way of evolution. Begin to conceive one aspect of the theory of 
formal evolution of scripts. 
 Take an ideographic script, choose one of the forms of identical signs and 
find the motifs in it. Use, for example, modern Chinese script, Rongorongo, 
Egyptian hieroglyphs or the last version of Assyrian cuneiform script. 
 Using scripts that have not been written in standard form, take an idealized 
form. This procedure may injure the results but there is no other possibility to 
perform this analysis.  
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1.7. Formal problems of rongorongo 
 
 

Problems 
Rongorongo is the logographic script of the Eastern Island in Polynesia. The 
literature about deciphering, cultural setting, history, text explication, corpus, etc. 
is enormous (cf. Melka 2009a, b). However, the form of the script has never been 
studied. Solve the following problems: 

(1) Make a list of the greatest repeated graphemic parts of the ideograms 
and state the participation of the given parts in ideograms. (cf. also the 
Problem  1.6: Script motifs) 

(2) Compute the complexity of individual ideograms by usual methods. 
(3) Compute the distinctivity of individual ideograms 
(4) Compute the distribution of ideograms in the corpus. 
(5) Compute the polytexty of ideograms. 
 

Procedures 
For the solution of the first problem compare every ideogram with the remaining 
ones and state whether they contain common parts. After having a list of repeated 
parts, set up the distribution of their occurrences, i.e. state the number of different 
parts, f(x), occurring in exactly x ideograms. If you obtain a monotonously de-
creasing distribution, substantiate its form linguistically or psychologically.  
 To solve the second problem, use some of the methods for measuring 
script complexity (e.g. Altmann 2004). If you succeeded to solve the first prob-
lem, you can combine the method with composing the ideograms from parts. 
 The third problems means to find the formal differences between each 
ideogram and each other and for the given ideogram take the mean of its differ-
ences (Antić, Altmann 2009). The individual distinctivities are not equal, they 
form a kind of distribution. Find this distribution and substantiate it linguistically. 
 For the solution of this problem take all rongorongo inscriptions available 
and state simply the frequency of individual ideograms. Set up the frequency 
distribution, find a theoretical distribution and substantiate it linguistically. 
 Solving the fourth problem register for each ideogram the number of texts 
in which it occurs and at last set up the distribution of their polytexty. Consider 
the meaning of individual ideograms and interpret the polytexty linguistically or 
culturally. 
 
References 
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1.8. Symbol frequencies 
 
 

Problem 
This is a continuation of the problem “Letter frequency” from Problems 1: 6. In 
this problem, symbol is either a sound, a phoneme, a letter, or a grapheme. Take 
ready counts or – for the sake of security – evaluate symbol frequencies in 
several languages and set up their rank-frequency distribution. Distinguish voc-
abulary and text frequency. Omit blanks, punctuation marks and numbers. Elab-
orate the theoretical probability distribution or at least a theoretical function, find 
boundary conditions and, if possible, a beginning of a background theory.  
 Do not trust symbol frequencies published on the Internet. If you count 
letters or graphemes, do not distinguish between capitals and normal signs. 
 
Procedure 
Even within a language family you will find peculiarities which must be captured 
by your theory. 
 Since symbol inventories are very restricted, you must use a distribution 
with finite support or truncate your candidate on the right hand side. The former 
case would be more adequate. The observed distribution need not be convex 
everywhere, hence you must find a function which may take a concave form at 
the beginning and change to convexity after a turning point. 
 There may be gaps in the distribution, e.g. the first three frequencies are 
very high, then there is a gap, and afterwards there is a very regular convex con-
tinuation. If you use a mixed or a modified distribution for this purpose, you 
must find the boundary conditions. 
 There may be a distribution in which one of the frequencies “plays a 
clown” and deviates strongly from the smooth course of the function. You may 
use a modified distribution ascribing the problematic case its own probability and 
modifying all the rest, but in this case you must find some conditions. 
 Derive the main distribution from some axioms or conjectures and syst-
ematize the deviations by stating the boundary conditions. Start from the studies 
of Martindale, Gusein-Zade, McKenzie, Borodovsky (1996) and Strauss, Alt-
mann, Best (2008). 
 If you have sufficient data, compare the development/change of distribu-
tions in one language. 



1. Phonology and script 
 

16 

 Since simple-symbol frequency depends on the occurrence of larger sym-
bols (e.g. words), study the simple-symbol distributions in different text sorts.  
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2.1. Word-form diversification 
 
 
Problem 
Consider a strongly synthetic language, e.g. Latin, Hungarian or some Slavic lan-
guage and for each lemma state the frequencies of all its forms. You may con-
sider even compounds as pertinent word-forms of a lemma. 
 Show that the ranked distribution of individual forms has a regular form 
and find the theoretical probability distribution. 
 
Procedure 
Take 1000 lemmas from a large lemmatized corpus. Then state individually the 
frequencies of all their forms and for each lemma set up the ranked frequency 
distribution of forms.  
 (1) Find a theoretical distribution adequate for the majority of cases. For 
the rest of the cases generalize or specify the given distribution in different ways 
(adding a new parameter, generalizing, compounding, mixing, modifying, etc.) 
and show that the diversification of forms is not a haphazard process but devel-
ops in a certain well defined way. 

(2) Show that with each lemma its shortest forms has the greatest fre-
quency, i.e. the longer the form, the smaller is its frequency. You can measure 
the length of a form in terms of morphemes, syllables or even phonemes. If there 
are many length classes, find their distribution. 
  (3) Set up stepwise your own theory of form diversification and join it 
with other results in this domain (cf. esp. Altmann 2005).  
 
References 
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Altmann, G. (1996). Diversification processes of the word. Glottometrika 15, 
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Altmann, G. (2005). Diversification processes. In: Köhler, R., Altmann, G., Piot-

rowski, R.G. (eds.). Quantitative Linguistics. An International Handbook: 
191-208. Berlin: de Gruyter 

Altmann, G., Best, K.-H., Kind, B. (1987). Eine Verallgemeinerung des Gesetzes 
der semantischen Diversifikation. Glottometrika 8, 130-139. 

Beöthy, E., Altmann, G. (1984). Semantic diversification of Hungarian verbal 
prefixes. III. “föl-“, “el-“, “be-“. Glottometrika 7, 45-56. 
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2.2. Case diversification in Finnish 
 
 

Problem 
Using the work of Pajunen and Palomäki (1982), Väyrynen, Noponen, Seppänen 
(2008) presented the proportions of cases in Finnish. Even if the absolute num-
bers are not published, one can reconstruct them partially using the sample size 
(20000). 

(1) Show that the rank-frequencies follow a usual distribution used in 
different cases of diversification 

(2) Compute the Popescu indicators p and q and compare them with 
those in other languages (Popescu et al. 2009) 

See also Problem 2.1. 
 
Procedure 
(1) Use Väyrynen, Noponen and Seppänen’s table given below and after ordering 
according to decreasing frequency compute the absolute frequencies. 
 

Table 1 
Cases in written Finnish 

(Väayrynen, Noponen and Seppänen 2008) 
 

Case Percentage 
Nominative 29.5 
Genitive 20.3 
Partitive 13.7 
Inessive 7.1 
Illative 6.3 
Elative 4.4 
Adessive 4.4 
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Accusative 3.1 
Essive 2.6 
Allative 2.3 
Translative 2.2 
Instructive 1.9 
Abessive 0.2 
Comitative 0.1 
Ablative 1.0 

 
As a matter of fact, the percentages can be multiplied by any appropriate number 
in order to obtain some positive integer values. First test the adequacy of the pos-
itive negative binomial distribution which was frequently used in Rothe (1991). 
If it is not adequate, find another distribution holding generally for case divers-
ification. Use the data in Popescu et al. (2009). If you obtain a different distribu-
tion, substantiate it grammatically.  
 (2) Using the same data compute Popescu´s indicator 

 
max

1
L Lp

h





 

 
where Lmax = R – 1+ f(1) – f(R), R = maximal rank (rmax), f(1) = greatest fre-
quency, f(R) smallest frequency, L is the arc length of the rank-frequency 
distribution defined as  
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and h is the h-point usually computed as 
 

 1 2 2 1

2 1 1 2

r

r

r if there is an r f
h f r f r if there is no r f

r r f f


     

 

 
If there is a rank which is equal to its frequency, then r = fr; if there is no such 
value, take (possibly neighbouring) values such that f1 > r and f2 < r + 1. If r2 = r1 
+1, the formula can be simplified. If f(R) > R, one must transform the whole 
ranked sequence in f*(r) = f(r) – f(R) + 1. Compare the resulting numbers with 
those for case diversification in other languages and with those obtained for other 
language phenomena. Generalize the results and substantiate them linguistically. 
 Process the cases in Hungarian or other strongly agglutinating language 
using several texts and compare the result with Finnish. 
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2.3. Inflection and derivation 
 
 
Hypothesis 
The more inflected words are there in a text, the more derived words it contains. 
Test the hypothesis. 
 
Procedure 
This is a classical typological hypothesis that should be tested on texts in several 
languages. It may hold in the given direction [D = f(I)] but not necessarily the 
other way round. 
 Define the measure of inflection in the usual “Greenberg-way” (Greenberg 
1960) as 
 

 
IWI
W

 , 
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where IW is the number of inflected words and those which can potentially be 
inflected, i.e. have a zero inflectional morpheme, and W is the number of all 
words in text. Sometimes even adverbs contain inflection (in Czech even the 
conditional particle by). Words which are at the same time derived and inflected 
belong to this class, too. 
 Define the measure of derivation as usually as 
  

 
DWD
W

 . 

 
DW represents all words containing some kind of derivation. Even words of 
which only linguists know that they are derived, or words with affixoids (e.g. 
taken from Greek) or quasi-affixes (like the German -wesen, -zeug, etc.) may be 
ascribed to this class. The class IW and DW may have an intersection, of course. 
 After having analyzed several languages, show that D = f(I). First show 
that there is a correlation between I and D, then derive the dependence from 
theoretical reflections. 
 Propose different measures of inflection and derivation. Show that inflect-
ion implies many other properties. Prepare a list of properties linked with in-
flection and process at least some of them. 
 Aim at a stepwise elaboration of a control cycle of many morphological 
properties and use texts for testing. 
 The fact that derivation is possible without the existence of inflection is 
not contained in the hypothesis. For this aspect set up a different hypothesis. 
 
References 
Altmann, G., Lehfeldt, W. (1973). Allgemeine Sprachtypologie. München: Fink 
Greenberg, J.H. (1960). A quantitative approach to the morphological typology 

of languages. International Journal of American Linguistics 26, 178-194. 
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Krupa, V., Altmann, G. (1966). Relations among typological indices. Linguistics 
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2.4. Transitivity 
 
 

Problem 
Hopper and Thompson (1980) do not consider transitivity a punctual (i.e. object 
present or not present) but rather a continuous phenomenon expressing different 
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categories in different degrees. The categories are properties of verb semantics 
and grammar. The authors set up categories as presented in Table 2.4.1 
 

Table 2.4.1 
Categories of transitivity (Hopper, Thompson 1980) 

 
Category High Low 
A. Participants 
B. Kinesis 
C. Aspect 
D. Punctuality 
E. Volitionality 
F. Affirmation 
G. Mode 
H. Agency 
I.  Affectedness of O 
J.  Individuation of O 

2 
action 
telic 
punctual 
volitional 
affirmative 
realis 
A high in potency 
O highly affected 
O highly individuated 

1 
non-action 
atelic 
non-punctual 
non-volitional 
negative 
irrealis 
A low in potency 
O not affected 
O not individuated 

 
As can be seen, the categories are nominally classified (A to J) and the properties 
are dichotomous (except for the category J. Individuation). 

(1) Find a superior category encompassing all categories (A to J) and 
ascribe the categories at least ordinal numbers. This is not an easy task.  

(2) Ascribe degrees also to the properties – instead of binarity – i.e. 
quantify the properties on a higher scale; cf. the method proposed by Hopper and 
Thompson for the category J. Individuation, (1980, 256-257). Set up a vector of 
properties. 

(3)  Analyze two texts and compare their transitivity vectors. Perform 
separate studies on poetry, press texts, scientific texts and using the vectors 
establish an indicator and its interval for different text sorts. Do the transitivity 
indicators differ with different text sorts? Compare several languages. 
 (4)  At a higher level of research find the probability distribution of the 
property degrees in texts. Construct a test for text comparisons or test the dif-
ferences asymptotically using the normal distribution.  
 (5)  Alternatively, consider the 10 categories as elements of a vector which 
can attain only two values, 0 and 1. Compare two texts by computing the cosine 
of the angle between them. Let the first text be represented by the vector a.= 
{x1,x2,…,x10}, the second by b = {y1,y2,…,y10} then compute 
 

 
1 1 2 2 10 10

10 10
2 2

1 1

...cos

i i
i i

x y x y x y

x y


 

  


  . 

The radian of this angle which is obtainable by using the arccos function is the 
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measure of dissimilarity. If in the vectors one uses only ones and zeros, one can 
take in the denominator sums of plain numbers (which are equal to squares). 
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2.5. Morph length 
 

 
Problem 
The distribution of morph length in texts has been investigated very scarcely (cf. 
Best 2000, 2001a,b,c; Krott 1996; Pustet, Altmann 2005). Segment short texts in 
different languages having different morphological regimes (agglutinating, 
inflectional, introflectional, isolating,…) and find, if necessary, different models 
of their length distribution. Measure the length of morphs in terms of phoneme or 
grapheme numbers. Skip the so called zero-morphs. 
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Procedure 
First state very exactly the identity and the boundaries of morphs. If they are dis-
continuous, you must make your own decisions or set up unambiguous criteria. 
Then partition the text in morphs without rest. In many languages the phonetic 
partitioning will drastically differ from the graphemic one. Propose an empirical 
model to capture the length regularity (probability distribution or function).  
 Compare the phonetic analysis with the graphemic one and use the differ-
ence between them to compute the redundancy of the graphemic version. Prop-
ose a measure for the surplus of the graphemic version. Compare e.g. English 
and French and state the extent of retardation in the evolution of the graphemic 
form behind the phonetic one. Compare Old English with Modern English of 
your own dialect. Compare the diversification of Romance languages beginning 
with Latin. Compare Old Church Slavic with modern Slavic languages. Can you 
indicate some directions of evolution?  
 Use some typological indicators of inflection and agglutination and place 
them in relation to the parameters of morph length distributions (functions). Is 
there a relationship indicating some latent mechanism? 
 Check a strongly isolating or a monosyllabic language. What can you con-
clude? 
 Do not confuse morphs with morphemes. At the very beginning define 
exactly what are your entities and how do you measure the length. 
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2.6. Distribution of morphological features  
 
 
Hypothesis 
The frequencies of morphological features are distributed according to a divers-
ification model (Altmann 2005). Test the hypothesis. 
 
Procedure 
Extract the morphological features such as case, number, gender, tense, person, 
mode, aspect, etc. (inflectional and derivative ones) from the corpus you are 
working with. Count the number of occurrences of each of the values for each 
feature. You may also study appropriate feature combinations such as case-
number-gender, which has the advantage of having more different values and 
hence more degrees of freedom for the distributions. 
 If your corpus is large enough, you can perform this analysis separately 
for text sorts, authors, etc. and compare the distributions. 
 Test the hypothesis by confronting your resulting data with suitable theor-
etical probability distributions taken from the works presented in the references. 
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2.7. Paradigmatic expansion of words 
 
 

Problem 
Many words are able to extend their word-class membership either directly or by 
means of derivation or composition. For example even may be adjective, verb or 
adverb directly, and become noun by suffixation (evenness). Show that in the 
language you study (having K word classes) this expansion is restricted, and the 
number of classes in which a word may enter is regularly distributed. 
 
Procedure 
Take an extensive monolingual dictionary and study only the words beginning 
with the letter A or with a special sign (in Chinese or Japanese). To each word 
write the number of parts-of-speech classes which it enters (use a dictionary or a 
morphologically annotated corpus). Do not forget to find also compounds in 
which it takes the second place, e.g. ever is an adverb but evergreen is noun or 
adjective and whatever is a relative pronoun. 
 Having analyzed at least 200 words set up the frequency distribution of 
the variable “number of classes in which a word may enter”. Then find the dis-
tribution of this variable. It must have a given finite support or it must be trunc-
ated at the right hand side. Substantiate your approach linguistically and take into 
account some requirements presented by Köhler (2005).  
 Then study the following hypotheses:  

(1) Compare the empirical frequency distributions of two languages. Sub-
stantiate the hypothesis that the greater the skewness of the distribution, the more 
analytic is the language.  

(2) If you can accept hypothesis (1), set up an indicator of analytism/ syn-
thetism using only the properties of the distribution. Compare your indicator with 
other ones characterizing synthetism. This problem is not simple.  
 (3) The longer is a word, the smaller is the number of classes which it can 
enter.   
 (4) The greater is the polysemy of a word, the more classes it can enter. 
 (5) The greater is the frequency of the word, the greater is the number of 
classes it can enter. Here, however, distinguish the main meaning and class of 
each word. The hypothesis is rather complex. 
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 Compare the problems connected with word classes in Problems Vol 2: 
45, 47, 110f. 
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2.8. Morpheme dynamics 
 
 
Problem 
Morphemes do not have unique form and need not be monosemantic. The first 
fact holds especially in strongly synthetic languages where a morpheme may 
change in form in different neighbourhoods and build morphs (c.f. Czech pes 
[nom., sg.], ps-a [gen., sg.], dog). The second fact holds especially for languages 
with short morphemes. Since the majority of morphemes in the majority of lan-
guages is monosyllabic (having also non-syllabic morphs) the hypotheses that 
follow may be tested in any language. 
 Before beginning one should set up a list of all morphemes of a language. 
For Slavicists this has been done by E. A. Karpilovska (2002) for Ukrainian but 
for non-Slavicist it is sufficient to prepare a random sample of about 1000 root-
morphemes from a dictionary. In addition, all variants of the root, all derivatives 
in which it occurs and all compounds in which it occurs should be collected. This 
is rather a programming task but can be performed also with pencil and paper.  
 The hypotheses that follow are merely a beginning of the research, one 
should develop further ones. 
 
Hypotheses 
 1. Find the distribution of homonyms, i.e. state how many roots have 0 
homonyms, 1 homonym, 2 homonyms,… Set up the frequency distribution and 
find the theoretical distribution. 
 2.  Find the distribution of the variants of the root (allo-roots), i.e. find the 
frequencies of roots having 0,1,2,… allo-roots. The variation will be greater in 
strongly synthetic languages. Using this distribution set up an indicator express-
ing the degree of synthetism of a language. 
 3. Is there a relation between the number of allo-roots and the number of 
compounds in which the root occurs? That is, probably a root having many allo-
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roots occurs in more compounds than a root having few allo-roots. Find the 
dependence and express it by means of a function. 
 4. Is there a relation between the number of allo-roots and the number of 
derivates of the roots? State whether the hypothesis “The more allo-roots, the 
greater the number of derivates” holds. 
 5. Find the distribution of the canonical root forms: V, C, CV, VC, 
CVC,… (V = vowel, C = consonant), present it in two-dimensional form and find 
the two-dimensional distribution. 
 6. Find the dependence between the number of compounds of a root and 
the length of the root. Measure root length in two different forms: (1) In terms of 
syllable numbers, (2) in terms of phoneme numbers. 
 7. Are there synonymous roots? If so, test the hypothesis “the shorter a 
root, the more synonyms it has” and find the appropriate form of the dependence. 
 8. State the distribution of root polysemy and find its mathematical 
counterpart. 
 9. Is there a relation between root polysemy and root length? I.e. test the 
hypothesis that “the longer a root, the smaller is its polysemy”. 
 10. Is there a relation between the number of allo-roots of a root and its 
polysemy, i.e. test the hypothesis “the more allo-roots a root has, the greater is its 
polysemy.” 
 11. Develop further hypotheses and connect all in a control cycle (cf. Köh-
ler 1986, 2005).  
 
Procedure 
Prepare a root dictionary in electronic form. If possible, use as starting points 
WordNet or other Internet sources and write the individual roots in a table 
containing columns for all variables mentioned above. Before you begin to work, 
set up all operational definitions. Publish any results with the complete table of 
data. 
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ski, R.G. (eds.), Quantitative Linguistics. An International Handbook: 760-
774. Berlin-New York: de Gruyter. 

 
 



2. Grammar 
 

37 

2.9. Cohesion of compounds 
 
 

Problem 
Develop a quantification method for measuring the cohesion of compounds. If 
you want to save work, use and modify the existing one (cf. Fan, Altmann 
2007a,b). Then study the distribution of cohesion in texts of a special sort. Set up 
a model of this distribution and study its parameters in the course of time. 
 
Procedure 
After having defined operationally the concept of “compound”, obtain a set of 
compounds from texts of a given sort. The definition may refer to the written 
form of compounds. If a compound is not written as one word, there are several 
ways of expressing the given concept, i.e. there are different degrees of cohesion. 
For example in bilingual English technical dictionaries one finds the concept 
bottler, bottle filler, bottling machine, bottle-filling machine, a machine used for 
filling bottles, out of which the first is a derivative, the other ones are compounds 
with different cohesion degrees. Languages may have different cohesion 
formation, and different text sorts may prefer some of them. 
 Take a number of press texts, extract all compounds, ascribe them cohes-
ion degrees and set up the frequency distribution of degrees. If you have a con-
tinuous scale, make some reasonable intervals. First fit mechanically a curve to 
the frequencies using available software. Care for a minimum of parameters. 
Then “theorify” the curve, i.e. derive it from linguistic assumptions (e.g. by 
means of a differential equation) or devise other properties of compounds and 
associate them with the cohesion degree. One may use also (quantified) typol-
ogical properties of the given language. That is, embed your result in a broader 
theoretical framework. 
 Perform the study historically and observe the change of degree represent-
ation in the given language. Use the same text sort. 
 At last, compare the distribution of cohesion degrees in different text sorts. 
This can, of course, be performed also without cohesion measurement, simply by 
comparing the numbers of compounds in individual formal classes. 
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2.10. Symmetry of sentence structure 
 
 

Problem 
Present the syntactic structure of a sentence in form of a binary graph, i.e. a 
graph in which all vertices have outdegree 2 and the terminal vertices outdegree 
0. Compute the (as)symmetry of each sentence and evaluate the properties of the 
text. 
 
Procedure  
Using an appropriate type of grammar display the syntactic structure of the 
sentence in a binary graph, e.g. 
 
 

 
The         student        did                not        understand     his           professor 
 
 
For each non-terminal vertex i compute the difference between the number of left 
and right vertices |li – ri|, for example the top vertex has 2 vertices to the left and 
5 vertices to the right, hence |2 – 5| = 3. Compute all differences and insert them 
in the formula 
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where n is the number of terminal vertices (in the above graph there are 7 (= 
number of words), (n-1)(n-2)/2 is the maximal asymmetry and NA(n) is the 
necessary asymmetry of all binary graphs which do not have 2k terminal vertices. 
In order to facilitate the computation we present the necessary asymmetries in 
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Table 2.10.1 up to sentence length n = 100. For sentences longer than 100 words 
use the formula presented by Sander and Altmann (1973). 
 

Table 2.10.1 
Necessary asymmetry of a binary graph with n terminal vertices 

 
n NA(n)  n NA(n)  n NA(n)  n NA(n) 
1 0  26 10  51 21  76 32 
2 0  27 10  52 20  77 34 
3 1  28 8  53 21  78 34 
4 0  29 8  54 20  79 34 
5 2  30 6  55 19  80 32 
6 2  31 4  56 16  81 36 
7 2  32 0  57 17  82 38 
8 0  33 5  58 16  83 40 
9 3  34 8  59 15  84 40 

10 4  35 11  60 12  85 42 
11 5  36 12  61 11  86 42 
12 4  37 15  62 8  87 42 
13 5  38 16  63 5  88 40 
14 4  39 17  64 0  89 42 
15 3  40 16  65 6  90 42 
16 0  41 19  66 10  91 42 
17 4  42 20  67 14  92 40 
18 6  43 21  68 16  93 40 
19 8  44 20  69 20  94 38 
20 8  45 21  70 22  95 36 
21 10  46 20  71 24  96 32 
22 10  47 19  72 24  97 36 
23 10  48 16  73 28  98 38 
24 8  49 19  74 30  99 40 
25 10  50 20  75 32  100 40 

 
 The symmetry S can be computed simply as the complement of A, i.e. 
 
 S = 1 – A. 
 
Having analyzed a complete text, solve the following tasks: 

1. Study the sequence of (as)symmetries and characterize it by autocor-
relation, Hurst exponent, Lyapunov coefficient and fractal dimension. 
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2. Compare the results in Task 1 with those won from other texts and 
show that different genres have different characteristic sequences. 

3. Compute the mean (as)symmetry for each text and set up a classif-
ication of texts/genres. 

4. Find the distribution of (as)symmetries for each text separately. To 
this end count the frequencies in the intervals <0.0; 0.1>, (0.1; 0.2>, 
…, (0.9; 1.0). Find a theoretical distribution capturing the empirical 
data. Substantiate the distribution by deriving it from linguistic as-
sumptions. 

5. For each text compute Ord´s criterion and plot the values in a Cartes-
ian coordinate system. Do the texts form a cloud or do different genres 
lie in different domains? Is it possible to draw straight lines for 
different genres? 
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2.11. Transitivity as a text parameter 
 
 
Problem 
The quantification and the measurement of the degree of transitivity contained in 
a clause and the statistical processing of transitivity are non-solved problems. 
 Transitivity is considered to be a central phenomenon in the structure of 
human language and it is regarded as a language universal. Traditionally (cf. 
Tsunoda 2005) transitivity refers to the sentence property which is determined by 
the presence (or absence) of an object. Thus, clauses containing an object are 
assigned as transitive  
 
(1) John hit Paul 
 
 while clauses with no object are assigned as intransitive 
 
(2) Mary smiles. 
 
From the semantic point of view, a transitive clause expresses an activity/action 
which goes from the subject to the object. 
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 Despite the fact that the term transitivity is often used in a way which 
takes its content for granted, there is not any consensus about the character of 
transitivity among linguists (Naess 2007, Tsunoda 2005).  
 A traditional approach to transitivity assumed a binary character of this 
language property which corresponds to both structuralist and generativist lin-
guistic tradition. However, some linguists have pointed out to inadequacy of 
‘binary’ approach and they claimed that transitivity should be viewed rather as a 
continuum because it better reflects the nature of the human language. Further, 
transitivity started to be treated as prototype category (cf. Rosch 1978) which 
means that category of this kind admits of degrees of membership – it allows to 
characterize clauses as more or less transitive (e.g. Lakoff 1977; Hopper, Thomp-
son 1980; Givón 1985; Kittilä 2002). Unfortunately, because of the lack of an 
empirical methodology also the “prototype” approach to transitivity has not led 
to consensus, not even about the prototypes of the category.  
 However, it is possible to take a prototype approach to transitivity as a 
starting point and define formal operational criteria which can be used for 
measurement of degree of transitivity. Needless to say, the proposed criteria (see 
below) do not reflect the “truth” of the character of transitivity, they only enable 
us to observe and test the transitivity properties empirically. Of course, the other 
criteria can be put forth.  
 Further, it is well known that the behaviour of some language categories is 
genre-dependent and it seems reasonable to expect that transitivity should be the 
category of this kind (cf. Thompson, Hopper 2001). So, the relationship between 
transitivity and genre can be studied. 
 Quantify transitivity. Then take 10 shorter texts in a selected language and 
measure the transitivity of all clauses. 
 
Procedure 
Let us define transitivity as any impact of an event or state expressed by a non-
passive predicate on any entity expressed by dependent participant of predicate, 
except of a subject. This broad definition is in accordance with the full valency 
approach (see Problem 2.16 and Čech, Pajas, Mačutek 2010). As for the passive 
clauses, the situation is more complicated and, for the sake of simplicity, passive 
clauses are not considered here. 
 Based on the assumption that “the form of all speech-elements or speech-
patterns is intimately associated with their behavior” (Zipf 1935, 19), the degree 
of transitivity of the clause is given by the form of dependent participants. Spe-
cifically, types of participants are determined as follows: 
 

 direct (non-prepositional) noun (e.g., Mary sees the ball); 
      this form of participant is assumed to be prototypical, consequently, it is     

assigned maximum transitivity value, t = 1; 
 prepositional noun (e.g., John looks for the book); 
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the presence of the preposition generally indicates adverbial meanings, 
therefore this construction is assigned lower value,  t = 0.8; 

 infinitive verb (e.g., He decided to come); 
this nominal form of the verb is a kind of situational participant, t = 0.6; 

 subordinate clause (e.g., He said that he wants to get back); 
the subordinate clause is a kind of situational participant, because its non-
nominal form, it is assumed to express lower value than infinitive verb, t = 
0.4; 

 other participants (e.g., She looks beautiful); the majority of cases are 
represented by adverbial participants; although they are not “real” part-
icipants in traditional sense, they are ruled by full valency mechanism of 
verb; t = 0.2. 

 
Let us assume that the “transit” is the strongest in the clause which expresses 
only and only this transit and nothing more (e.g., adverbial) – in this case the 
attention of the hearer/reader is focused just on the transit (John hit the ball). The 
opposite side represents the clause with an absence of dependent verb participant 
(Mary sleeps). Based on this assumption, let us define the transitivity value of the 
clause (TC) 

 1TC  

n

i
i

max

t

TC



 

 
where ti is the transitivity value of a particular participant i and TCmax is the 
maximal theoretical transitivity value of the clause which arises if all participants 
are expressed by non-prepositional noun (i.e., t = 1), hence  
 
 TCmax =  n  
 
where n is the number of participants in the clause. Hence TC is the mean 
transitivity of the clause and can be written as 
 

  
1

1  
n

i
i

TC t
n 

  . 

 
Examples of computation: 
 
 John hit the ball (t = 1) 
 
 TC = 1/1 = 1 
 
 He put the book (t1 = 1) on the shelf (t2 = 0.8) 



2. Grammar 
 

43 

 TC = 1.8/2 = 0.9 
 
 He said to me (t1 = 0.8) yesterday (t2 = 0.2) that he is ill (t3 = 0.4) 
 
 TC = 1.4/3 = 0.4666667 
 
The mean of all TCs can by used as a transitivity parameter of the entire text 
TCtext. Obviously, it is possible to use TCtext for text sort, language, authorship 
characterisation.  
 (1) Show the extent of transitivity in ten press texts. (2) Compute the mean 
TC for press texts and set up a 95% confidence interval for the mean. (3) Find the 
distribution of TC: first test for normality. (4) Compare press texts with fairy 
tales. (5) Compare the TC of an English text with the TC of its translations in a 
selected language.   
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2.12. Transitivity and text deployment 
 
 
Problem 
Is there any relationship between transitivity and the deployment of text? Three 
hypotheses are possible: (i) the extent of transitivity increases, (ii) decreases, (iii) 
oscillates. Test the hypotheses. 
 
Procedure 
Follow the measurement of transitivity of clause as is presented in Problem  2.11. 
Transitivity as a text parameter or devise your own measure. 
 (1) Compute the transitivity value (TC) for each clause of a short text 
(e.g., newspaper article, scientific article, short story, speech) and observe the 
sequence of TC in the given text.  
 (2) In the case of longer text (e.g., novel), compute the transitivity value 
(TC) for each clause of the chapter and (a) observe the development of TC in 
each chapter; (b) analogously to the TCtext in Problem 2.11. Transitivity as a text 
parameter compute the mean of the chapter (TCchapter) and observe the devel-
opment of TCchapter in the entire novel. 
 The sequence of TCs will never be linear in longer passages. Since it lies 
in the interval <0,1>, it will have some sigmoid form or it will oscillate. The 
oscillation can be very regular: in that case use either Fourier analysis (Howell 
2001; Stein, Weiss 1971) or a difference equation for capturing the regularity. Or 
it is very irregular: in that case use simply the non-smoothness indicator as 
shown in Popescu et al. (2010, 95ff) which has an easy testability. 
 In order to express the course of transitivity in other ways, use Hurst´s 
exponent, Lyapunov exponent or some other quantitative expression (cf. Hřebí-
ček 2000). 
 Analyse a stage play. Does transitivity correlate with the dramatic course 
of the play? If so, substantiate this discovery linguistically and, after having 
analyzed several stage plays, set up further hypotheses 
 How do behave lyrical poems? Are they richer in transitivity then press 
texts? 
 Can genres be ordered according to the extent of transitivity?  
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2.13. Transitivity and verb 
 
 
Problem 
Use the transitivity measurement, as defined in Problem 2.11. Transitivity as a 
text parameter, for a verb characterisation. Compare the results with studies 
focused on transitivity prototypes (e.g. Naess 2007; Kittilä 2002, 2010; Rozas 
2007; Kulikov et al. 2006; Brandt, García 2010)  
 
Procedure 
Use a syntactically annotated corpus, for example the Alpino treebank (Beek et 
al. 2001), the CESS-ECE corpus (Martí et al. 2007), the Floresta synta(c)tica 
(Alfonso et al. 2002), the Italian Syntactic-Semantic Treebank (Montemagni et 
al. 2003), the Prague Dependency Treebank (Hajič et al. 2006), the Szeged tree-
bank (Csendes et al. 2005).  
 Compute the transitivity value of the clause (TC) and assign the observed 
value of the TC to the predicate (its lemma) of the given sentence. Analyze each 
clause in the corpus. Make a list of lemmas and compute the mean of TC for each 
lemma (TClemma).  
 Rank lemmas in descending order of TClemma and compare the results with 
the studies focused on transitivity prototypes (Naess 2007; Kittilä 2002).  
 Find a probability distribution of the rank order of verbs. Characterize 
texts according to the extent of TC.  
 Draw conclusions about the form of lemmas and their transitivity. 
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2.14. Transitivity and children development 
 
 
Problem 
“... we see a continuous developmental progression on which children gradually 
become more productive with novel verbs in the transitive SVO construction 
during their third and fourth years of life and beyond, evidencing a growing 
understanding of canonical English word order” (Tomasello 2003). 
 Use the transitivity measurement, as defined in Problem 2.11. Transitivity 
as a text parameter, for a characterisation of children development. Test the  
hypothesis concerning  the age and transitivity value (TC). Analyze the problem 
separately for girls and boys, analogously to Popescu, Čech, Altmann (2011, 
chapter 9) 
 
Procedure 
Collect a sufficient set of children texts; for example, use web pages containing 
stories told or written by children (e.g,. for English:  http://www.kids-space.org/ 
http://www.goodnightstories.com/stories.htm; for Czech: 

http://www.kids-space.org/
http://www.goodnightstories.com/stories.htm
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http://sedmikraska.cz/dilna/cervotoc.php;  http://zs.staravesno.indos.cz/dusan.htm) 
 Compute the transitivity value (TC) for each clause of the text and deter-
mine the TCtext (see Problem 2.11. Transitivity as a text parameter). Group 
particular TCtext in accordance with the age and compute the mean transitivity 
value for each year (TCyear). Observe the relationship between age and TCyear. 
 Interpret the results with regard to language development studies (e.g., 
Ingram 1971; Fisher 2000; Tomasello 2003; Tomasello; Bates 2002; Clark 
2009). 
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2.15. Transitivity and aspect 
 
 
Problem 
“Aspect is systematically correlated with the degree of Transitivity of the verb: if 
the Aspect is perfective, the interpretation – other things being equal – has 
properties allowing the clause to be classified as more transitive; but if the 
Aspect is imperfective, the clause can be shown on independent grounds to be 
less transitive” (Hopper, Thompson 1980, 271). 
 
“A correlation of aspect with transitivity is interesting in that it may function in 
both directions. On the one hand, languages with explicit morphological aspect 
marking may show differences in other properties of the clause co-varying with 
the aspect marking, so that clauses marked for imperfective aspect show a highly 
transitive case-marking pattern or other structural features associated with high 
transitivity, while clauses marked for imperfective aspect similarly show struc-
tural features associated with low transitivity” (Naess 2007, 118). 
 

http://sedmikraska.cz/dilna/cervotoc.php
http://zs.staravesno.indos.cz/dusan.htm
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 The relationship between transitivity and aspect seems to be well cor-
roborated in linguistics, as is illustrated by a host of examples from many lan-
guages (cf. Hopper, Thompson 1980, 270-276). It has to be emphasized that all 
corroborations of this kind, to our knowledge, are based on qualitative analyses 
of language.   
 However, Čech, Pajas (2009) and Čech (2009) focused on a quantitative 
analysis of the relationship between aspect and transitivity (and ditransitivity) 
and revealed no significantly important correlation between both language prop-
erties. In these studies transitivity is defined in traditional sense: clauses con-
taining an object are assigned as transitive, while clauses with no object are 
assigned as intransitive. 
 Modify the problem: use the transitivity measurement, as defined in 
Problem 2.11 Transitivity as a text parameter and Problem 2.13. Transitivity and 
verb, and test the hypothesis concerning the relationship between the transitivity 
value of verb (TCverb) and aspect. 
 
Procedure 
(1) Make a list of pairs of verbs which have the same lexical meaning and which 
differ in respect to aspect, for example in  
 
Czech  
 psát                                         –      napsat  
 [write, imperfective]                      [write, perfective] 
German 
 schreiben       –  aufschreiben    
Hungarian 
 írni        –   megírni 
 
Follow the procedure presented in Problem 2.13. Transitivity and verb and com-
pute the mean of TC for each verb lemma in the list (TCverb). Test the differences 
between mean TCsverb in each pair using the normal criterion  
 

 
1 2

1 2( ) ( )
verb verb

verb verb

TC TCu
Var TC Var TC





 

 
where Var are the empirical variances of means of individual verbs. 
 (2) Follow the procedure presented in Problem 2.13. Transitivity and verb 
and rank lemmas in descending order of TClemma. Assign to each lemma aspect 
characterisation, if possible (bi-aspectual lemmas have to be excluded). Observe 
the relationship between TClemma and perfectiveness/imperfectiveness. Test the 
hypothesis: the higher TClemma, the more probably the verb is perfective. 
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2.16. The distribution of full valency frames 
 
 
Problem 
The �full valency� approach, proposed by Čech, Pajas and Mačutek (2010), is the 
reaction to fundamental deficiency of the traditional valency approach; specific-
ally, the absence of clear and interpersonally acceptable criteria for distinguish-
ing complements (obligatory arguments governed by the verb) and adjuncts 
(optional arguments) (cf. Rickheit, Sichelschmidt 2007; Herbst, Götz-Vottler 
2007). 
 The term ‘‘full valency’’ means that all verb arguments which occur in  
observed language material are taken into account. A verb argument is an elem-
ent of the sentence which is directly dependent on the predicative verb. For ex-
ample, in the sentence  
 
(1)     My father gave four books to Mary yesterday evening 
 
the words father, books, to, yesterday are assigned as arguments of the verb gave 
because they are direct dependents of the verb give. 
 
 
                                                  gave 

 

                               father                      books         to                               yesterday 

 

                            My                          four                                 Mary         evening  
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 Since full valency is proposed to be a new linguistic category, it is neces-
sary first to observe its advisability: it is well known that linguistic classification 
is judged as ‘‘good’’, ‘‘useful’’ or ‘‘theoretically prolific’’ if the taxa follow a 
‘‘nice’’ rank-frequency distribution (Altmann 2005). So if full valency represents 
a ‘‘theoretically prolific’’ class, it should have a regular distribution.  
 Observe the frequency distribution of full valency frames in the language. 
Suggest a model. 
 
Procedure 
First, it is necessary to define a property of full valency frame for the testing of 
hypothesis. Čech, Pajas and Mačutek (2010) suggested analytical functions (e.g., 
subject, object), morphological cases (e.g., nominative, genitive), and lemmas 
(only in the case of prepositions) as properties which are used for an argument 
classification. These properties are assigned to each word in the sentence and, 
then, they are used as constituents of the full valency frame. As an illustration, if 
the sentence (1) adopts the annotation scheme as follows (it is based on Prague 
Dependency Treebank annotation, see Hajič et al. (2006)) 
                                                       

                                                    predicate 

 

subject/nominative      bject/accusative       auxiliary_preposition/dative/TO    adverbial 

 

 Atr                              Atr                                                       Obj/dative        Adv  

 

Tthe full valency frame of the verb/lemma GIVE is  
 
 GIVE: [subject/nominative; object/accusative; auxiliary_preposition/ 

dative/TO; adverbial] 
 
Obviously, the properties which characterize arguments can be modified. 
 Next, one has to observe the number of full valency frames for each verb/ 
lemma in the language. Only formally unique full valency frames should be 
counted. This means that if the verb/lemma occurs in two or more identical full 
valency frames in the corpus, only one full valency frame is counted. In other 
words, only the number (not frequency) of different full valency frames is taken 
into account. Concretely, for the lemma COME presented in sentences (3) and 
(4), 
 
(3)  Mary                           came                  early 
      [subject/nominative]   [predicate]         [adverbial] 
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(4)  Tom                              comes                late 
       [subject/nominative]   [predicate]         [adverbial] 
 
only one full valency frame is counted, viz. 
 
 COME: [subject/nominative; Adv]. 
 
 Use the syntactically annotated corpus, for example the Alpino treebank 
(Beek et al. 2001), the CESS-ECE corpus (Martí et al. 2007), the Floresta syn-
ta(c)tica (Alfonso et al. 2002), the Italian Syntactic-Semantic Treebank (Mon-
temagni et al. 2003), the Prague Dependency Treebank (Hajič et al. 2006), the 
Szeged treebank (Csendes et al. 2005) and observe the number of unique full val-
ency frames for each verb/lemma (not frequency). Count the number of verbs/ 
lemmas with 1,2,3,...,n  full valency frames and rank it as follows: 
 
Number of full valency frames      Number of lemmas/verbs with  
            x full valency frames 
                  x                                                                     f(x) 
 
                 1                                                                  1200 
                 2                                                                    890 
                 3                                                                    610           
               …………………………………………………….                                                                                                               
  
Find the distribution empirically; use a statistical software which offers a large 
number of theoretical probability distributions. Then substantiate the distribution 
using linguistic arguments. 
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2.17. Syntactic network analysis:  
hub/authority weight versus degrees 

 
 
Problem 
“Intuitively, the nodes having more links should be more important in the net-
work. (…) However,… the number of connections can’t indicate the real im-
portance of nodes. A node which is pointed by a large number of unimportant 
nodes will be less authoritative than a node which is pointed by a few important 
nodes (Kleinberg 1998). Similarly, a node will be less “hub”-like, if it points to a 
large number of unimportant nodes, than that pointing to a few highly author-
itative nodes. In other words, a node is only a good hub if it connects with many 
good authorities, and it is a good authority if it is linked with many good hubs. 
Hubs and authorities are in fact interdependent with each other, and cannot be 
identified independently.”  
“The positions of hubs and authorities are more intriguing, since they are deter-
mined by the global structure of the network, and not by the characteristics of 
individual nodes in isolation. The change of hubs and authorities may reflect the 



2. Grammar 
 

53 

change of the network structure, which in turn reflects the change of the language 
system in the speaker.” (Ke, Yao 2008). 
 In the network analysis of development of child language Ke and Yao 
(2008) detected the dissociation between degree and hub/authority weight – some 
words with many links have low hub/authority weight and vice versa. 
 Generalize the problem. Analyze large language corpora (treebanks) and 
try to explain discrepancies between degree and hub/authority weight linguist-
ically.  
 
Procedure 
Follow the procedure presented in Problem 4.15. Syntactic network analysis and 
construct a directed network. 
 Compute out-degree, in-degree, hub-weight, and authority-weight of each 
word (or lemma) and rank the words (or lemmas) in descending order. Compare 
(a) out-degree and hub-weight ranks of particular words and (b) in-degree and  
authority-weight ranks of particular words. Observe words (or lemmas) which 
reveal discrepancies between ranks. Analyze whether the words with discrep-
ancies could by grouped in accordance with some language properties (e.g., part 
of speech). 
 Better results should be got, if weighted ranks are used. 
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2.18. Syntactic network analysis:  
hub/authority weight as a text parameter 

 
 
Problem 
“The change of hubs and authorities may reflect the change of the network struc-
ture, which in turn reflects the change of the language system in the speaker” 
(Ke, Yao 2008). 

http://www.cs.cornell.edu/home/kleinber/auth.pdf
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 Analogically, does the change of hubs and authorities reflect the change of 
genre, authorship, or diachronic development of language? Set up hypotheses 
and test them. 
 
Procedure 
Follow the procedure presented in Problem 4.15. Syntactic network analysis and 
construct a directed network. However, do not use entire corpora, but only 
particular texts – for example, (1) take texts of different genres written by the 
same author or (2) take texts of the same genre written by different authors; or 
(3) take texts of the same genre written in different decades or centuries and for 
each text create an individual network.  
 Compute hub-weight and authority-weight of each word (or lemma) in 
each network and observe the differences of hub/authority weights. Scrutinize the 
changes of hub/authority weights of particular words (if they appear). Focus on 
function words which should not reflect thematic differences of texts. Order the 
function words according to the measure of hub-weight/authority-weight and set 
up a hypothesis joining hub-weight/authority-weight with some other properties 
of the given words.  
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2.19. Proper names as a high Transitivity feature 
 
 
Problem 
Hopper and Thompson (1980) claim that the more an object of the sentence is 
individuated, the higher transitivity is expressed by the sentence. Specifically,                         
“[a]n action can by more effectively transferred to a patient which is individuated 
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than to one which is not” (Hopper, Thompson 1980, 253). Properties of nouns 
which indicate high individuation of object (left column) and low individuation 
(right column) are shown in Table 2.19.1. 
 

Table 2.19.1. Properties of nouns which indicate high and low individuation of 

object (Hopper, Thompson 1980, 253) 

INDIVIDUATED NON-INDIVIDUATED 
proper common 

human, animate inanimate 
concrete abstract 
singular plural 
count mass 

referential, definite non-referential 
 

Implement this statement into the approach presented in Problem no. 2.11 Trans-
itivity as a text parameter and test the following hypotheses:  

 the higher the transitivity value of the clause, the more probably a proper 
name occurs in the clause; 

 the higher the transitivity value of the text, the more proper names occur 
in the text. 

Moreover, you can extend these hypotheses and observe the other properties of 
high individuation (cf. Table 2.19.1) which can be assigned to proper names, i.e. 
human&animacy, singular. Test the following hypotheses: 

(3) if a proper name is animate (i.e. it denotes human or animal), it should 
occur in clauses with higher transitivity value more probably than a  
proper name which denotes inanimate entities;  

(4) if a proper name has the singular form, it should occur in clauses with  
higher transitivity value more probably than a proper name in the plural 
form; 

(5) the higher the transitivity value of the text, the more animate proper names 
occur in the text (in comparison with inanimate ones); 

(6) the higher the transitivity value of the text, the more proper names in the 
singular form occur in the text (in comparison with inanimate ones). 

Further, you can refine the problem by testing of following hypotheses: 
(7) if a proper name is both animate (i.e. it denotes human or animal) and has 

the singular form, it should occur in clauses with higher transitivity value 
more probably than inanimate proper names in the plural form; 

(8) if the proper name is both animate (i.e. it denotes human or animal) and 
has the singular form, it should occur in clauses with higher transitivity 
value more probably than animate proper names in the plural form; 
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(9) if the proper name is both animate (i.e. it denotes human or animal) and 
has the singular form, it should occur in clauses with higher transitivity 
value more probably than inanimate proper names in the singular form; 

(10) the higher the transitivity value of the text, the more animate proper 
names in the singular form occur in the text in comparison to inanimate 
proper names in the plural form; 

(11) the higher the transitivity value of the text, the more animate proper 
names in the singular form occur in the text in comparison to animate 
proper names in the plural form; 

(12) the higher the transitivity value of the text, the more animate proper 
names in the singular form occur in the text in comparison to animate 
proper names in the plural form. 

 
 However, the hypotheses can be falsified because the proper name can 
occur not just as a direct dependent element of verb, see the graph of the sentence                         
I saw the president of  Slovakia 
 
                        saw 
 
                    I                   president  
 
                                   the                       of 
 
                                                                       Slovakia 
 
Obviously, the proper name Slovakia has no impact on the transitivity value of 
the clause (TC). Moreover, the approach presented in Problem no. 2.11 Transit-
ivity as a text parameter neglected (consciously) the subject position in which 
proper names often occur. Hence, if necessary, modify the hypotheses. 
 
Procedure 
Follow the procedure presented in Problem no. 2.11. Transitivity as a text para-
meter in this volume and compute the transitivity value (TC) of each clause in a 
text (or in a corpus) and the transitivity value of an entire text (TCtext). 
 Hypothesis no. 1 should be tested as follows: (a) group clauses with the 
same TC (or state some intervals); (b) in each group compute the mean P of a 
clause, i.e. divide the number of proper names in a group by the number of  
clauses in the same group; (c) rank groups in a decreasing order of TC and to 
each group assign the mean P; (d) if the hypothesis is adequate, the mean P 
should decrease in accordance to decreasing TC - test the relationship between 
TC and P. 
 Analogously, test hypothesis no. 2: (a) take many texts and for each text 
compute its transitivity value TCtext ; (b) group texts with the same TCtext  (or state 
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some intervals); (c) in each group compute the mean P of the group, i.e. divide 
the number of proper names in a group by the number of texts in the same group; 
(d) rank groups in decreasing order of TCtext and to each group assign the mean 
P; (e) if the hypothesis is right, the mean P should decrease in accordance to 
decreasing TCtext. That means, test the relationship between TCtext and P. 
 Hypothesis no. 3 should be tested as follows: (a) from the text (or a 
corpus) collect only clauses containing at least one proper name; (b) to each 
proper name assign an information about its animacy/inanimacy, i.e. for a proper 
name denoting human or animal A = 1, for a proper name denoting inanimate 
entity A = 0; (c) group clauses with the same TC (or state some intervals); (d) in 
each group compute the mean A of a clause, i.e. divide the number of animate 
proper names in a group by the number of clauses in the same group; (e) if the 
hypothesis is right, the mean A should decrease in accordance to decreasing TC - 
test the relationship between TC and A.  
 The same procedure may be used for testing of hypothesis no. 4; just 
change point (b), i.e. replace the animacy by the grammatical number (for 
singular S = 1, for plural S = 0). 
 For the testing of hypothesis no. 5 use the following procedure: (a) take 
many texts and for each text compute its transitivity value TCtext ; (b) to each 
proper name assign an information about its animacy/inanimacy, e.g. for a proper 
name denoting human or animal A = 1, for a proper name denoting inanimate 
entity A = 0; (c) group clauses with the same TCtext  (or state some intervals); (d) 
in each group compute the mean Atext of a text, i.e. divide the number of animate 
proper names in a group by the number of  texts in the same group; (e) if the 
hypothesis is right, the mean Atext should decrease in accordance to decreasing 
TCtext  - test the relationship between TCtext  and Atext. Again, use the same 
procedure for testing of hypothesis no. 6; just change point (b), i.e. replace the 
animacy by the grammatical number (for singular S = 1, for plural S = 0).  
 The hypothesis no. 7 should be tested as follows: (a) from the text (or a 
corpus) select only clauses containing at least one proper name which is either 
animate and in singular form or inanimate and in plural form (animate proper 
names in plural form and  inanimate ones in singular form have to be omitted); 
(b) to each proper name assign an information about its animacy&number, i.e. 
for a proper name denoting human or animal in singular form AS = 1, for a 
proper name denoting inanimate entity in plural form AS = 0; (c) group clauses 
with the same TC (or state some intervals); (d) in each group compute the mean 
AS of a clause, i.e. divide the number of animate singular proper names in a 
group by the number of clauses in the same group; (e) if the hypothesis is right, 
the mean AS should decrease with decreasing TC - test the relationship between 
TC and AS. Use the same procedure for testing of hypotheses no. 8 and 9; just 
change point (a), i.e. in the case of hypothesis no. 8 collect only clauses 
containing animate proper names and in the case of the hypothesis no. 9 collect 
only clauses containing proper names in singular form, and point (b), i.e. in the 
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case of the hypothesis no. 8, replace the animacy and number by a grammatical 
number (for singular ASF = 1, for plural ASF = 0), and in the case of the hypo-
thesis no. 9  by animacy (for animate SA = 1, for inanimate SA = 0). 
 For the testing of hypotheses no. 10, 11, 12, use the procedure presented 
for testing hypothesis no. 5, just change the point (b) analogously to the testing of 
hypotheses no. 7, 8, 9. 
 You can use corpora with a specific annotation of proper names, e.g. 
Prague Dependency Treebank 2.0 (Hajič et al. 2006). It annotates not only 
proper names themselves but offers a finer annotation, concretely 

 given name; 
 surname, family name; 
 member of a particular nation, inhabitant of a particular territory; 
 geographical name; 
 company, organization, institution; 
 product; 
 other proper name: names of mines, stadiums, guerilla bases, etc. 
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2.20. Proper names and aspect of verbs 
 
 
Problem 
This problem is an extension of Problems no. 2.15. Transitivity and aspect and 
2.19. Proper names as a high Transitivity feature, and 2.4. Transitivity. Accord-
ing to Hopper and Thompson (1980), both the object of a sentence expressed by 



2. Grammar 
 

59 

a proper name and the perfectivity of predicative verb manifest high transitivity 
of a sentence, c.f. “[a]spect is systematically correlated with the degree of 
Transitivity of the verb: if the Aspect is perfective, the interpretation – other 
things being equal – has properties allowing the clause to be classified as more 
transitive; but if the Aspect is imperfective, the clause can be shown on 
independent grounds to be less transitive” (Hopper, Thompson 1980, 271), and 
“[a]n action can be more effectively transferred to a patient which is individuated 
than to one which is not” (Hopper, Thompson 1980, 253). Consequently, both 
properties should correlate in the sentence, according to the Transitivity 
Hypothesis. 
 Test the hypothesis in two different ways; (1) use the  “classical” approach 
to transitivity; (2) implement the hypothesis into the approach presented in 
Problem no. 2.11. Transivity as a text parameter. Compare the results of both 
methods. 
 
Procedure 
1. “Classical” approach 
Use a syntactically annotated corpus. Count separately the number of objects 
expressed by proper names, on the one hand, and by common nouns, on the 
other, dependent on perfective and imperfective verbs. Make a contingency table 
of the following form: 
 
 perfective verb imperfective verb 
proper name object   
common noun object   
 
and test the results by the chi-square. Compare your results with Čech (2010) 
who used this procedure for analysis of Czech. 
 
2. “Alternative” approach 
Follow the procedure presented in Problem no. 2.11 Transitivity as a text para-
meter in this volume and for each clause of a text (or a corpus) transitivity value 
of clause (TC). To each predicative verb of clause assign the information about 
the perfectivity, i.e. if a verb is perfective, P = 1, if not, P = 0.  Further, to each 
noun directly dependent on predicative verb assign the information about its 
character, i.e. for proper names PN = 1, for common names PN = 0. Group 
clauses with the same TC (or state some intervals) and in each group compute the 
mean P of a clause, i.e. divide the number of perfective verbs in a group by the 
number of clauses in the same group, and compute the mean PN of a clause, i.e. 
divide the number of proper names in a group by the number of clauses in the 
same group. Rank groups in a decreasing order of TC and to each group assign 
the mean P and PN. If the hypothesis is right, both the mean P and PN should 
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decrease in accordance to decreasing TC - test the relationship between TC and 
P, TC and PN, and PN and P. 
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3.1. Yesypenko´s linguistic world view 
 
 

Problem 
N. Yesypenko (2008) defined 47 conceptual classes within verbs, nouns, ad-
jectives and adverbs and searched for their correlations in English adventure 
novels (Waugh, Swift, Twain). As a result, she displayed the associations in form 
of a graph. Find the properties of this graph. 
 The classes are as follows: 
 Verbs: I. Verbs of motion/removing. II. Engender verbs. III. Verbs of 
successful/unsuccessful action implementation. IV. Verbs of temperature phen-
omena. V. Verbs of communication. VI. Verbs of moral impact/effect. VII. Pos-
ition verbs. VIII. Verbs of existence. IX. Modality verbs. X. Verbs of reference. 
XI. Verbs of emotional psychological impact. XII. Verbs of ownership/loss. XIII. 
Verbs of physiological state. XIV. Verbs of perception. XV. Verbs of subjective 
assessment. XVI. Verbs of emotional psychological state. 
 Nouns: I. Appearance/parts of the body. II. Proper names/nicknames. III. 
Establishments/groupings. IV. Diseases/defects. V. Abstract notions. VI. Food/ 
meals. VII. Weight/length/volume. VIII. Sound/fragrance/temperature/light. IX. 
Action/changes/movement. X. Time. XI. Speech. XII. Building/premises. XIII. 
Material/liquids. XIV. Vehicles. XV. Geographical notions. 
 Adjectives: I. Traits of character/emotions. II. Physical/natural condition. 
III. Intellectual capacity. IV. Temperature/sound. V. Shape/size. VI. Degree/ in-
tensity. VII. Actions done to the subject. VIII.. Positive evaluation. IX. Material. 
X. Negative evaluation. 
 Adverbs: I. Repetition and frequency. II. Place and direction. III. Con-
dition and consequence. IV. Manner. V. Degree and quantity. VI. Question ad-
verbs. 
 
Procedure 
First, state the distribution of the vertex degrees of the graph. Then perform the 
same computations as Yesypenko for various other texts and treat each of them 
separately. Compare the degree distribution for each of them with Yesypenko´s 
result. Generalize the result.  
 Compute the mean distance in the graph. Compute the distribution of 
shortest ways. Study the connectivity of the graph, etc. (cf. West 2000; Caldarelli 
2007). 
 Elaborate on the possibility of presenting the world view of a text taking 
into account individual words (lemmas), not word classes. Compute the graph of 
the resulting world view and compare it with those obtained from other texts. 
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Generalize your findings and establish some relations between the properties of 
the graph and other text properties. That is, incorporate Yesypenko’s graph in a 
kind of a proto-theory. Combine it with Wilson´s (2002, 2006, 2008) approach 
(cf. Problem  6.6.  Psychoanalytic word categories). 
 Use prosaic, poetic, journalistic, scientific, etc. texts 
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3.2. Polysemy and synonymy 
 
 
Problem 
Levickij and Wenhrynowytsch (2009, 82) presented data on polysemy and syno-
nymy of German nouns using the Duden dictionary (1997). According to the 
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hypothesis of Ziegler and Altmann (2001) the mean number of synonyms is 
associated with the number of meanings by the relation S = aPb (S = number of 
synonyms, P = number of meanings, a, b = parameters). Test the hypothesis. 
 
Procedure 
Use the data in Table 3.2.1 presented by Levickij and Wenhrynowytsch or im-
prove them by scrutinizing the cases “7 or more”. 
 

Table 3.2.1 
Dependence of synonymy on polysemy of nouns in German 

Levickij and Wenhrynowytsch (2009, 82) 
 

Number of meanings 
(polysemy) 

Number of 
nouns 

Number of 
synonyms 

Mean number of 
synonyms 

1 33083 43145 1.30 
2 2082 13002 6.24 
3 432 3844 8.90 
4 148 1305 8.82 
5 47 630 13.40 
6 21 231 11.00 

≥ 7 21 291 13.86 
 

  
Consider also other word classes and other languages and state whether the hypo-
thesis is general enough. If you discover discrepancies, then search for special 
boundary conditions explaining them or generalize the hypothesis by adding a 
disturbance factor. Consult the preparatory chapter 3.10, p. 42 in Problems  Vol. 
1 and chapter 3.3. in this volume. 
 Embed the hypothesis – if you can corroborate it – in Köhler’s control 
cycle (1990, 2005). 
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3.3. The place of synonymy in self-regulation 
 
 

Problem 
Word synonymy is a semantic property associated with other word properties. 
Some of them have been mentioned in Problems Vol 2 and in Problem No 3.2. 
Polysemy and synonymy in this volume and belong to the Köhlerian control 
cycle. Take the word properties mentioned in the procedure below and  
 (1) set up a hypothesis about the dependence of synonymy on the given 
individual property,  
 (2) perform computations of synonymy and the given other property either 
in texts, dictionaries, language history, dialect atlases, etc., 
 (3) set up a preliminary intuitive hypothesis about the dependence,  
 (4) express the dependence mathematically as a function and test the 
goodness-of-fit,  
 (5) strive for a partial theory of synonymy and its place in the language 
self-regulation. 
 
Procedure 
Consider the following 28 word properties (further ones can easily be found): 
 1. Word length measured in terms of phoneme, letter, syllable, morpheme 
numbers (one of the counting alternatives is enough). 
 2. Word frequency in texts. 
 3. Polysemy as the number of meanings (senses) in a monolingual diction-
ary. 
 4. Polytextuality as the number of texts (of a corpus) or as the number of 
contexts (direct neighbours) in which the word occurs. 
 5. Morphological status of the word which can be simple, derived, com-
posed or reduplicated. 
 6. The number of word classes to which the word belongs, directly or by 
conversion (without morphological change) (cf. Problem 2.7. Paradigmatic 
expansions of words in this volume). 
 7. Productivity as the number of possible derivations, compounds and 
reduplications that are allowed for the given word. One can find them for some 
languages on the Internet. 
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 8. The age of the word as the number of years or centuries from the first 
appearance of the word in the literature. 
 9. The provenience of the word counted in the number of languages 
through which a word arrived in the given language. 
 10. Verb valency counted according to the current or your own definition 
of valency. 
 11. Valency of nouns.  
 12. The number of grammatical categories of the word: conjugation, de-
clination, time, mode, gradation or as the number of affixes that can be combined 
with the word. 
 13. Degree of emotionality vs. notionality of the word, e.g. the word 
“mother” is more emotional than a “paper-clip”. In psycholinguistics one can 
find extensive dictionaries of this property. 
 14. Pollyanna, i.e. the place of the word on the good-bad scale (e.g. love 
against illness). 
 15. Meaning abstractness vs. concreteness, e.g. beauty vs. revolver. 
 16. Meaning specificity vs. generality, e.g. pen vs. instrument. 
 17. Degree of dogmatism, e.g. may vs. must, all vs. some, always vs. 
sometimes. 
 18. Number of associations of the word (= connotative potency) which can 
be taken from an association dictionary. 
 19. Number of possible functions in sentence, e.g. subject, predicate, 
occurrence in complement etc. 
 20. Diatopic variation, i.e. the number of sites in a dialect atlas in which 
the word can be found. 
 21. The number of dialectal variants (competitors) in a dialect atlas.   
 22. Discourse properties: does the word signalize an affiliation to a social 
group or not? 
 23. The degree of affiliation with the literary language. 
 24. Diversity: in how many word classes can the word enter by derivation, 
e.g. in German Bild (N), bildhaft (Adj and Adv), bilden (V). 
 25. Originality: is the word an original word, a calque or a borrowing? 
 26. Phraseology: in how many phraseological expressions can the word 
occur? One finds them on the Internet. 
 27. Verb transitivity in the sense of Hopper, Thompson (1980) and 
Thompson, Hopper (2001). This concept contains 10 categories each of which 
must be first quantified (cf. Problem 2.11. Transitivity). 
 28. Full valency, see the Problems 2.16. The distribution of full valency 
frames and  4.11. Full valency and synonymy in this volume. 
 According to the given property the hypotheses will have different forms. 
Nevertheless, strive for a unified expression and if necessary, show that syno-
nymy itself affects other properties. On the whole, strive for a theory of syn-



3. Semantics 
 

66 

onymy and show that synonymy is a part of a dynamic system. If possible, link 
up your results with the Köhlerian self-regulation cycle. 
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3.4. Distribution of semantic roles and frames (corpus) 
 
 
Hypotheses 

(1) Semantic roles and frame patterns are lawfully distributed. 
(2) The frequency of a frame depends on the complexity of the frame. 
(3) Both semantic role frequency and frame frequency depend on the text sort 

of the text under study in a specific way. 
Test the hypotheses. 
 
Procedure 
Semantic roles (or thematic relations) are elements of some grammar models 
such as case grammar, sentence semantics, or functional grammar. They specify 
the semantic functions of parts of a sentence (or even of a discourse). Although 
there is no universally accepted list of semantic roles some typical ones occur in 
all proposals (agent, instrument, location, experiencer, ...). 
 Some languages (Korean, Hungarian, and others) express semantic roles 
on the surface by case marking (the Hungarian suffix –ban/ben indicates a loc-
ation within an object, the suffix –val/vel the instrument, etc.) whereas other lan-



3. Semantics 
 

67 

guages (English and many others) leave the interpretation of a grammatical 
function to context and knowledge of the hearer/reader (i.e., in English, the 
subject of a sentence can represent almost any semantic role). 
 A frame, in our context, is a cognitive representation of a stereotypical 
situation such as commerce. It consists of the stereotypical semantic roles which 
are connected to such a situation (e.g., the commerce frame is typically connected 
with the roles seller, buyer, good, price). 
 Find a corpus with semantic role annotation. Count the number of occur-
rences of each semantic role and of each frame in the corpus and in the individual 
texts. Determine the frequency distributions and find appropriate probability 
distributions. Show that Hypothesis (3) is compatible with the resulting data and 
specify the dependence. 
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3.5. Verb classes 
 
 

Problem 
B. Levin (1998) ordered the English verbs in 20 classes. Using this classification 
test the following hypotheses in any language: 
 (1) The class contains the more verbs the later the activity expressed by 
the class arose in our biological evolution. 
 (2) Different text sorts have different representation of these classes. 
 
 

http://framenet.icsi.berkeley.edu/
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Procedure 
For the first hypothesis take a dictionary of your language, obtain all verbs and 
ascribe them to the following classes used also by Levickij and Lučak (2005) 
(see also Problems Vol 1. Verb profile, p. 63). 

1. Exchange verbs (barter, buy, sell, exchange, pay, trade). 
2. Measure verbs (bill, charge, cost, estimate, fine, measure, price, value, 

weight). 
3. Change of ownership verbs (give, take, receive, borrow, lend, steal, 

return). 
4. Change of Position (fall, drop, throw, slide, float, roll, fly, rotate, shift) 
5. Change of physical state (melt, redden, soften, freeze, harden, dry, 

break). 
6. Circumstance verbs (begin, start, stop, repeat, commence, continue, 

finish, halt, complete, quit, initiate, end, keep). 
7. Impact/Effect verbs (cut, stab, crush, smash, pierce, bite, shoot, kill). 
8. Directed motion verbs (enter, come, go, arrive, descend, ascend, raise, 

lower, exit, rise, depart, return, leave). 
9. Verbs of existence (exist, live, dwell, loom, remain, reside, accumulate, 

aggregate, herd, gather, create, appear, disappear). 
10. Ingestion verbs (chew, drink, eat, gobble, ingest, munch, sip, suck, 

swallow). 
11. Verb of mental process (acquire, guess, know, learn, memorize, study, 

think). 
12. Load/Spray verbs (scatter, spray, load, pile, pack). 
13. Manner of motion verbs (bounce, dance, follow, hop, jog, jump, 

march, ride, sail, shuffle, stroll, track, walk, wander). 
14. Verbs of ownership (belong, have, hold, keep, own, possess). 
15. Verbs of perception and communication (ask, communicate, feel, hear, 

listen, look, notice, perceive, see, shout, smell, speak, talk, tell, watch). 
16. Position verbs (remain, stay). 
17. Verbs of removing (draw, eliminate, remove, empty, scrub, sweep, 

peel, shell). 
18. Orientation verbs (aim, face, orient, point). 
19. Verbs of psychological state (amuse, annoy, frighten, enjoy, fancy, 

hate, like). 
20.  Verbs of sound emission (bark, chatte, roar, yelp, rumble, strike, 

squeak, tick). 
 
Most probably you will not be content with this classification and will add some 
further classes or rename the old ones. To this end see also Levickij, Kiiko, 
Spolnicka (1996) who established 22 classes or Yesypenko (2009) who estab-
lished 27 classes (cf. problem No. 3.1. Yesypenko’s linguistic world view). Clas-
sifications elaborated in more detail are shown in Ballmer, Brennenstuhl (1986). 
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In any case strive for a complete classification. If the classification is complete, 
set up the rank distribution of the number of elements in classes (cf. Problems 
Vol. 1, Verb classification: 25f). Consult an evolutionary biologist to learn the se-
quence of activities in our development. State whether there is a correlation 
between the size of a class and the developmental epoch. 
 To test the second hypothesis take simply tagged texts and order the verbs 
in them into the above mentioned classes. Test the difference between texts using 
asymptotic or nonparametric tests. What are the characteristic verb classes of 
individual text sorts?  Do not compare verbs but only classes. 
 Note: do not care for the frequency of verbs, consider only the size of the 
classes. Check all verb classifications known to you and find the best theoretical 
distribution. Using it criticize some classifications and strive for linguistic sub-
stantiation of the “best” one. Characterize text sort by means of the parameters of 
the theoretical distribution.  
 
References 
Ballmer, T.T., Brennenstuhl, W. (1986). Deutsche Verben. Tübingen: Narr. 
Halliday, M.A.K. (1994). An introduction to functional grammar: London: Ar-

nold. 
Jurčenko, G.E. (1985). K voprosu o semantičeskoj klassifikacii glagolov anglij-

skogo jazyka. In: Grammatičeskaja semantika: 45-50. Gorkij: Gorkij Uni-
versity Press. 

Levickij, V.V., Kiiko, J.J., Spolnicka, S.V. (1996). Quantitative analysis of verb 
polysemy in Modern German. Journal of Quantitative Linguistics 3(2), 
132-135. 

Levickij, V., Lučak, M. (2005). Category of tense and verb semantics in the 
English language. Journal of Quantitative Linguistics 12(2-3), 212-238. 

Levin, B. (1998). English verb classes and alternations. Chicago: Chicago Uni-
versity Press. 

Scheibman, J. (2001). Local patterns of subjectivity in person and verb type in 
American English conversation. In: Bybee, J., Hopper, P. (eds.), Frequency 
and the emergence of linguistic structure: 61-89. Amterdam-Philadelphia: 
Benjamins. 

Silnickij, G.G.  (1966). Semantičeskie klassy glagolov i ich rol´ v tipologičeskoj 
semasiologii. In: Strukturno-tipologičeskoe opisanie sovremennych ger-
manskich jazykov 244-259. 

Silnickij, G.G. (1973). Semantičeskie tipi situacij i semantičeskie klassy gla-
golov. In: Problemy strukturnoj lingvistiki 373-382. Moskva: Nauka. 

Silnicky, G. (1993). Correlation system of verbal features in English and Ger-
man. In: Köhler, R., Rieger, B.B. (eds.) Contributions to Quantitative Lin-
guistics: 409-420. Dordrecht: Kluwer. 



3. Semantics 
 

70 

Yesypenko, N. (2009). An integral qualitative-quantitative approach to the study 
of concept realization in the text. In: Kelih, E., Levickij V., Altmann, G. 
(eds.),  Methods of text analysis: 308-328. Chernivtsi, ČNU. 

 
 
 

3.6. Verb classes and valency 
 
 

Problem 
Do verbs of some individual semantic classes have greater valency/transitivity 
than those of other classes? 
 
Procedure 
First obtain verbs ascribed to classes as proposed in the problem 3.5. Verb 
classes. Then write to each verb its valency/transitivity (a) using a ready valency 
dictionary or (b) applying a full valency approach, see the problem No. 2.16. The 
distribution of full valency frames. 
 For each of 20 classes compute mean valency and state whether they 
differ significantly. Order the classes according to their mean valency and state 
whether mean valency correlates  
 (a) with the size of the class, i.e. test the hypothesis that the more verbs are 
in a class, the greater is its mean valency.   
 (b) In the problem 3.5. Verb classes you correlated the class size with the 
developmental level; now state whether mean valency correlates with the 
developmental level. 
 
References 
None  
 
 

3.7. Meaning specificity and compounding 
 
 

Problem 
Find the relationship between meaning specificity of a noun and its compounding 
propensity.  
 
Procedure 
Take a random sample of 100 nouns from the greatest dictionary of your lan-
guage. For each noun set up its definition chain, i.e. the sequence of hypernyms 
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up to the most general one. For example (simplified): desk – furniture – object – 
entity. Since desk is the fourth member of a definition chain, it obtains degree 4 
of specificity (x). Omit circular definitions. Or you can extract data from 
WordNet. 
    Now, for each noun find the number of compounds of which it is part. 
Then for each specificity degree compute the mean number of compounds (y). 
Hence y represents the compounding propensity of the given specificity degree x. 
You obtain a sequence which is most probably not monotonous. Find empirically 
an appropriate function capturing this dependence.  
 Then test the adequateness of the Fan-Köhler-Altmann approach (2008) 
who proposed the beta-function on theoretical grounds: 
 
 y = Cxa(M - x)b 

 
Compare the parameters you obtained for your language with those obtained for 
English. If possible, perform the analysis for several languages and study the 
change of parameters. Find the factor responsible for this change, i.e. continue 
developing the theory. 
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4.1. Arens’ Law 
 
 

Problem 
Arens’ Law states that the mean length of words is a power function of the mean 
length of sentences. Test the hypothesis using different sorts of texts. The re-
sulting function should be monotonically increasing, i.e. the longer the sentence, 
the longer are its words (on the average). Obtain the respective power functions. 
Explain why this relationship exists without recourse to Menzerath’s law. 
 
Procedure 
Up to now all computations were performed on measurements of sentence length 
in terms of the number of words (cf. Arens 1965; Altmann 1983; Grzybek 2010; 
Grzybek et al. 2007, 2008). However, word is not the immediate constituent of 
sentence and it is not very stable. It has an enormous variability and one needs 
very long texts in order to obtain reliable results. Therefore, perform two com-
putations: first count sentence length in terms of words, then in terms of clauses,  
and compare the results. 
 (1) Take all sentences of length 1 (counted in terms of words) and com-
pute the mean word length in them (in terms of the number of syllable). Continue 
with sentences of length 2, etc. At last, you obtain empirical data which should 
follow the relationship bWL aS , i.e. mean word length is a power function of 
sentence length. 
 Take texts from different genres and languages and test the adequacy of 
the formula in different circumstances. How do the parameters change in dif-
ferent text sorts and languages? 
 (2) Measure the sentence length in terms of number of clauses and 
perform the same measurements of word lengths as above. Did you obtain 
different results? Using clauses you obtain more reliable length classes. Using 
words for sentence length measurement you must perhaps pool different classes. 
 Some authors consider the measurement of sentence length in terms of 
number op clauses as an expression of sentence complexity (cf. Levitsky, Melnyk 
2011). 
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4.2. Frequency and polytexty 
 
 
Hypothesis 
The more frequent a word is, the greater is its polytexty. Test the hypothesis in 
different ways. 
 
Procedure 
Polytexty is (a) the number of different texts in which an entity occurs, (b) the 
number of different environments of an entity, e.g. in a corpus. 
 Some aspects of “argument structure”, valency, transitivity, etc. are spe-
cial cases of this problem because they consider only the structural type of the 
environment. 

(1) Select 100 verbs from a frequency dictionary. If possible, there should 
also be groups of verbs having the same frequency in order to form 
averages (because of greater reliability). For each verb state the 
number of different constructions in which it may occur. Two 
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constructions are different only on the basis of the a priori definitions 
of the properties of the environment which may be formal or semantic. 
For example, properties may be constant or ephemeral (be tall – be 
drunken), latent or manifest, physical or psychical, kinds of motion, 
kinds of grammatical categories, etc. Define exactly the types of 
environment, obtain data and compute the dependence which ought to 
have the power form or even be exponential. Substantiate the resulting 
formula linguistically. 

(2)  Select 100 verbs from a frequency dictionary of your mother lan-
guage. Then, for each verb, write all prepositions with which it can be 
combined. Check your competence by sampling from a corpus. State 
whether the hypothesis holds and if so, find the form of the adequate 
function. Substantiate it linguistically. 

 
References 
Aarts, J., Aarts, F. (1995). Find and want: a corpus-based case study in verb com-

plementation. In: Aarts, B., Meyer, C.F. (eds.), The verb in contemporary 
English: 159-182. Cambridge: Cambridge University Press. 

Alsina, A. (1996). The role of argument structure in grammar: evidence from 
Romance. Stanford: CSLI Publications. 

Durie, M. (1988). Preferred argument structure in an active language. Lingua 74, 
1-25. 

de Groot, C. (1989). Predicate structure in a functional grammar of Hungarian. 
Dordrecht: ICG Printing. 

Hengeveld, K. (1992). Non-verbal predication: theory, typology, diachrony. 
Berlin: Mouton. 

Hopper, P.J., Thompson, S.A. (1980). Transitivity in grammar and discourse. 
Language 56, 251-299. 

Kärkkäinen, E. (1996). Preferred argument structure and subject role in Amer-
ican English conversational discourse. Journal of Pragmatics 25(5), 675-
701. 

Langacker, R. (1988). The nature of grammatical valence. In: Rudzyka-Ostym, 
B. (ed.), Topics in cognitive linguistics: 91-125. Amsterdam: Benjamins. 

Noonan, M. (1985). Complementation. In: Shopen, T. (ed.), Language typology 
and syntactic description, Vol II, 42-139. Cambridge: Cambridge Univers-
ity Press. 

Thompson, A.A., Hopper, Paul, J. (2001). Transitivity, clause structure, and ar-
gument structure: Evidence from conversation. In: Bybee, J., Hopper, P. 
(eds.), Frequency and the emergence of linguistic structure: 27-60. Am-
sterdam-Philadelphia: Benjamins. 

 
 

 



4. Synergetics 
 

75 

4.3. Frequency and noun generality 
 
 

Hypothesis 
The greater the frequency of a noun, the more general is its meaning. Test the 
hypothesis. 
 
Procedure 
First define the procedure of measuring the generality of a noun (cf. e.g. Sambor, 
Hammerl 1991; Köhler, Altmann 2009, 55).  
 Then select 100 nouns from a frequency dictionary or from a large general 
corpus. Measure their degree of generality (cf. Strauss, Fan, Altmann 2008, 
Chapter Abstractness; Köhler, Altmann 2009, Chapter 4.9) or, alternatively, their 
degree of abstractness which is a different property (cf. DeVito 1967; Flesch 
1950; Gillie 1957; Kisro-Völker 1984). Prepare the empirical numerical relation-
ship G = f(Fr), taking average generalities for the nouns of the same frequency. 
Show that this is a simple proportionality relation yielding a power function. 
Substantiate the relationship linguistically. 
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4.4. Increase of word length  
 
 

Problem 
According to Kelih (2010) the mean word length increases from beginning to the 
end of a text. This is caused by the fact that the theme is explicated at the be-
ginning with familiar words, later on the information must be more detailed and 
one adds more infrequent words (e.g. hapax legomena) which are automatically 
longer. Test the hypothesis using different sorts of text in different languages. 
[Cf. also Problem 4.5] 
 
Procedure 
First operationalize the measurement procedure, e.g. take steps of 20 sentences 
and measure the mean word-length in each of these groups. Or take steps of 100 
words. Or skip all synsemantics (articles, prepositions, postpositions, conjunct-
tions, pronouns) and take into account only autosemantics, deciding according to 
the given language.  
 Then compute the means of word-lengths and draw a figure of the points 
in Cartesian coordinates. If you do not obtain an increasing trend, change the 
grouping of words, e.g. take steps of 25 sentences or 150 words, etc. Possibly 
you obtain a sequence which decreases at the beginning and after a minimum it 
begins to increase.  
 Whatever the result, find a function capturing the given trend. At last, 
substantiate the function linguistically and derive it from some linguistic assump-
tions. 
 Use different texts, not only one. Short texts are not adequate for testing. 
Begin with a scientific text in which the above mentioned trend can be expected 
if the hypothesis is “correct”. Do not consider poetic texts in which word lengths 
are mostly stable. 
 In any case, analyze a strongly synthetic and a strongly analytic language. 
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4.5. Text length vs. word length 
 
 
Hypothesis 
The longer a text, the longer the words may become, on average.  
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It may be a simple consequence of the fact that a topic/theme is described ever 
more precisely. New information comes in only if new words are introduced 
which specify the theme. But specification can be achieved especially by word 
prolongation (derivation, composition, reduplication), hence word length must 
increase as the text increases.  
 Test the hypothesis using texts of different sort in different languages. 
 (Cf. also Problem 4.4) 
 
Procedure 
There are some contrary arguments against the hypothesis: (a) A text consists of 
sentences and sentences of clauses. Counting words one skips several levels be-
tween text and word, (b) languages may be monosyllabic, i.e. the condition that 
word length is a variable is not fulfilled. (c) Text sorts may differ and display 
different or even no tendency and (d) the morphological/syntactic structure of 
language may or may not support this phenomenon. Hence, all these boundary 
conditions must be taken into account. 

This hypothesis automatically leads to another hypothesis, namely that 
average word-length increases from the beginning to the end of the text, pres-
ented in Problem 4.4. For testing, however, groups of sentences must be pooled 
(cf. Grzybek, Stadlober 2007), otherwise the data would oscillate extremely – 
even if the hypothesis could be corroborated.  
 Several further consequences have been stated in Grzybek, Kelih, Stadl-
ober (2008) signaling that research in this direction has just begun. 
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4.6. Word length and phoneme inventory 
 
 
Problem 
Based on very small samples, skipping all other factors known from language 
synergetics (Köhler 1986, 1987, 1993, 2005) and measuring word length in terms 
of phoneme numbers, Nettle (1995, 1998) tried to show that mean word length 
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depends on the size of phoneme inventory. The dependence can be expressed by 
the power law L = aI-b   His results are presented in Table 4.6.1.  

 
Table 4.6.1 

Word length and phoneme inventory for 20 languages 
(Nettle 1995, 1998) 

 
Language Phoneme inventory Mean word length 
Hawaiian 
Nahuatl 
Turkish 
Italian 
Fula 
Georgian 
Hausa 
Tamasheq 
Hindi 
German 
Songhai 
Bambara 
Ngizim 
Mandarin 
Edo 
Igbo 
Mende 
Thai 
Ewe 
!Xũ 
Vata 
Vute 

18 
23 
28 
30 
33 
34 
35 
36 
41 
41 
42 
49 
52 
53 
53 
58 
71 
76 
81 

119 
164 
195 

7.08 
8.69 
6.44 
7.00 
6.42 
7.74 
5.68 
5.26 
5.57 
6.44 
4.96 
4.86 
5.32 
5.40 
4.42 
4.62 
4.70 
3.65 
4.16 
4.02 
4.56 
3.94 

 
Show that the hypothesis does not hold in the form of the power law and correct 
it. 
 
Procedure 
First show that the power law is not adequate. Then obtain random samples from 
different languages (at least 1000 words) using standard dictionaries. Measure 
word length in terms of syllable numbers. State the size of the phoneme invent-
ories according to the present state of the art. Compute the mean word length and 
set up a table of inventory vs. mean word length, as shown above. Find a func-
tion fitting the data with a determination coefficient at least R = 0.90. If the func-
tion is not adequate, add data, add a second independent variable and repeat the 
testing. Continue until you obtain positive results. 
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4.7. Word length distributions 
 
 
Problem 
In Table 4.7.1, word length distributions in 152 Slovenian texts taken from Antić, 
Kelih, Grzybek (2005) are presented. The length is measured in terms of 
numbers of syllables taking into account also zero-syllable words (prepositions k, 
s) usual in Slavic languages.  

(1) Find a common simple distribution for all data, or, if not possible, re-
duce the number of models or choose a general one. 

(2) Plot the data in an Ord´s scheme (cf. Problems Vol. 1: 111f.) and inter-
pret it. 

(3) Study either the parameters of the distribution(s) or the location in 
Ord’s scheme in connection with the year of origin of the given texts. If there is 
any, express it at least verbally. 
 

Table 4.7.1  
Word length distributions in 152 Slovenian texts 

(Antić, Kelih, Grzybek 2005) 
 

Text 0 1 2 3 4 5 6 7 8 9 Year 
1 11 266 194 93 35 3     1907 
2 8 478 325 130 33 3     1907 
3 9 507 315 164 37 6     1907 
4 6 376 250 131 32 1     1907 
5 6 381 280 119 19 3 1    1907 
6 8 434 237 151 50 10     1907 
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7 16 441 306 157 46 7     1907 
8 26 672 449 270 52 4     1907 
9 17 423 288 169 37 5     1907 

10 13 560 336 181 39 5     1907 
11 12 441 269 165 49 1     1907 
12 12 566 339 213 71 2     1907 
13 25 726 477 283 61 11     1907 
14 14 466 265 156 48 7     1907 
15 12 645 423 230 69 9     1907 
16 15 573 361 185 58 10 1    1907 
17 17 585 340 188 67 6     1907 
18 7 136 94 46 16 4     1907 
19 43 1126 944 500 197 22 3 1   1904 
20 42 1099 872 527 203 29 2 1   1904 
21 31 1397 1057 579 180 23 4    1904 
22 40 1669 1104 581 174 18 2    1904 
23 62 1961 1444 780 252 43 5    1904 
24 63 1675 1223 592 180 25 3    1904 
25 36 1326 895 573 218 37 5    1904 
26 48 1472 1005 497 165 25 8    1904 
27 24 1131 832 439 168 17 5    1904 
28 23 581 477 255 96 15 1    1920 
29 41 1993 1524 658 208 22 6    1920 
30 8 452 313 130 59 14 2    1903 
31 38 1386 886 474 143 15 2    1903 
32 28 1460 918 389 101 6     1903 
33 18 1424 924 406 99 19     1903 
34 42 1540 1131 554 162 26 3    1903 
35 11 474 353 214 51 10 1 1   1903 
36 12 430 272 150 49 9     1903 
37 15 508 315 210 46 7     1903 
38 16 336 226 118 32 4     1903 
39 13 434 288 177 62 8 2    1903 
40 8 302 216 128 32 7 1    1903 
41 24 1067 695 404 148 20 2 1   2001 
42 15 692 462 289 102 17 1    2001 
43 20 691 446 270 76 9 1    2001 
44 15 643 399 278 115 21 2    2001 
45 24 890 615 360 110 21 3    2001 
46 10 400 271 182 53 10     2001 
47 18 1021 744 433 159 29 2    1892 
48 45 2102 1599 805 340 47 6    1892 
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49 37 1724 1282 784 283 45 2    1892 
50 97 3101 2398 1327 473 68 13    1892 
51 57 2117 1589 917 327 56 11 1   1892 
52 60 2381 1770 974 344 50 8 1   1892 
53 1 72 62 34 2      1888 
54 119 66 33 7 3      1877 
55 50 39 11 1       1901 
56 27 38 16        1882 
57 4 75 48 22 5      1880 
58 21 14 9 4       1882 
59 35 27 7        1882 
60 3 58 42 18 3      1901 
61 2 77 63 42 4      1882 
62 26 5 6        1908 
63 42 34 5        1902 
64 26 25 10 1       1872 
65 2 98 44 16 6      1879 
66 29 29 10 1       1864 
67 27 26 15        1908 
68 106 63 21 3       1880 
69 2 59 37 24 1      1882 
70 1 29 33 6 2      1882 
71 1 45 55 8 1      1879 
72 1 104 84 35 2      1878 
73  99 50 12 6      1879 
74 14 278 226 125 9 2     1882 
75 1 78 47 14 2      1882 
76  65 49 15 2      1881 
77 1 50 48 21       1882 
78  65 49 14 1      1882 
79  25 23 10 1      1872 
80 1 104 91 45 6      1882 
81 1 48 34 11 3      1882 
82  30 33 4 3      1882 
83 2 103 69 23 1      1882 
84  107 63 11       1979 
85 3 151 117 59 6      1878 
86 4 123 89 32 3 1     1878 
87  40 41 12 1      1870 
88 1 57 53 24 2      1871 
89  22 23 5       1879 
90 1 61 49 25 2      1876 
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91 1 131 93 28 4      1879 
92 1 81 58 34 3      1878 
93 2 64 55 32 3      1806 
94 1 55 84 19 7      1806 
95  23 27 9 1      1795 
96 1 53 62 10 1      1798 
97  36 25 10 1      1790 
98  10 6 6 1      1795 
99 2 115 85 54 10 1     1811 
100  38 31 17 1      1810 
101  69 67 19 3      1888 
102 2 187 145 70 7 2     1888 
103  144 117 37 7 1     1888 
104 10 267 167 145 96 32 5 2   2001 
105 9 167 127 122 68 20 6    2001 
106 34 699 484 443 210 75 15 5 1  2001 
107 6 278 236 163 77 15 5 1   2001 
108 4 142 82 99 38 19 6    2001 
109 5 124 76 82 25 6 1    2001 
110 5 170 113 120 54 27 5 1   2001 
111 9 132 94 110 72 23 5 5   2001 
112 9 220 155 134 60 12 2 1   2001 
113 22 564 359 368 209 52 5 3   2001 
114 15 280 201 174 87 38 5    2001 
115 2 121 69 90 45 9 5 1 1  2001 
116 6 259 185 147 58 27 4 1   2001 
117 17 179 139 128 94 26 5 2   2001 
118 7 87 81 95 36 7 5 1   2001 
119 6 362 256 182 99 30 7    2001 
120 5 326 269 216 134 24  7   2001 
121 2 54 47 26 13 1     2001 
122 3 187 108 85 62 10 8    2001 
123 4 103 61 76 29 14 7 1   2001 
124 3 178 112 77 46 23 1 1 0  2001 
125 2 97 60 48 31 13 3 2   2001 
126 16 254 174 191 127 19 9 3   2001 
127 11 295 200 201 80 41 8 1   2001 
128 5 74 80 43 17 3 2    2001 
129 1 65 61 33 30 10 3    2001 
130 11 150 118 86 49 17 1  1  2001 
131 8 164 89 88 37 11 2 2 1  2001 
132 6 227 137 149 62 27 2 2   2001 
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133 6 156 104 79 51 14 2    2001 
134 9 170 103 68 43 8 2 3   2001 
135 16 202 174 174 98 26 4 4   2001 
136 9 141 121 105 57 10 2 3   2001 
137 9 148 104 96 54 22 5 1   2001 
138 3 66 50 45 24 4 2    2001 
139 1 54 38 39 25 11 1 1   2001 
140 4 71 38 43 45 18     2001 
141 3 108 94 84 31 13 1 1 2  2001 
142 1 54 30 32 19 2 1    2001 
143 3 95 52 58 21 7 3    2001 
144 4 86 49 50 22 5 2    2001 
145 5 101 72 90 40 16 4 2   2001 
146 9 307 200 189 90 35 4 2   2001 
147 3 42 23 24 16 9     2001 
148 3 107 73 61 39 19     2001 
149 1 69 36 53 32 7 2   1 2001 
150 2 73 49 52 16 9 2    2001 
151 2 52 41 40 27 2     2001 
152 3 46 33 49 20 6 3  2  2001 

 
Procedure 
Proceed inductively: use software for fitting different distributions to data (e.g. 
Fitter). For each text note all distributions fitting well and note the first three 
moments (mean, variance, third central moment). At last, choose the minimal 
number of distributions covering all data. The distributions should belong to the 
same family (= a more general distribution). Order the texts according to the 
given distribution and note its parameters. Compute Ord´s coordinates <I,S> for 
each text and plot them.  
 If you did not succeed in finding a family of distributions, skip simply the 
values of length 0. The interpretation of zero-syllabic prepositions in Slavic lan-
guages is not definitively solved: one can consider them as independent words or 
as clitics. Perform the fitting again and repeat all previous steps. 
 Are all texts in Ord´s scheme placed on a straight line? If not, which texts 
deviate? Compute the straight line. Does a parameter of the common distribution 
correlate with the year of text origin? If so, show the relation of the distribution 
(= some of its parameters) with the year. Does mean word length increase in 
time? Cf. also Problems Vol. 1: 68. 
 Some data are bimodal. Consult the problem with a specialist in Sloven-
ian. Use a mixed, compound or generalized distribution if necessary. If nothing 
helps, set up a new distribution using a difference equation of second order. 
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4.8. Full valency and the frequency of verbs 
 
 
Hypothesis 
�The more frequent the verb, the more full valency frames [it has]� (Čech, Pajas,  
Mačutek 2010, 295). 
 The relationship between frequency and full valency is proposed anal-
ogically to the relationship between valency and frequency:  
”... the more frequent a verb is, the less likely it is to have any fixed number of  
‘argument structures’” (Thompson, Hopper 2001, 49);  
“...the more frequent a verb type, the less predictable the number of arguments; a 
rare verb like to elapse is limited to a single argument, whereas a common verb  
like to get appears in discourse with one, two, or three of the traditional ar-
guments...” (Bybee, Hopper 2001, 5). 
 The idea is clear: a more frequent verb occurs in more contexts, so it 
seems reasonable to expect that it should have more full valency frames. 
 Test the hypothesis. 
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames. Group verbs with the same full valency frames x and compute the mean 
frequency of verbs (y) in each group. Observe the dependence between the num-
ber of full valency frames x and the mean frequency y. Suggest the form of 
dependence and test it. Compare it with the result presented in Čech, Pajas, 
Mačutek (2010). 
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4.9. Full valency and the length of verbs 
 
 
Hypothesis 
“The shorter the verb, the more full valency frames it has� (Čech, Pajas, Mačutek 
2010, 295). 
 A relationship between the length of the verb and the number of full val-
ency frames of the verb should be the consequence of the relationship between 
frequency and length. It has been shown that length is a function of frequency 
(Köhler 1986; Popescu et al. 2009); the hypothesis is therefore based on the fol-
lowing idea: the more frequent a verb, the shorter it is, and consequently the 
shorter a verb, the more full valency frames it has. 
 Test the hypothesis. 
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames. Compute the mean length (l) of verbs/lemmas having x full valency 
frames in a corpus. Measure the length of verbs either in terms of syllable num-
bers or morpheme numbers. Observe the dependence between the number x of 
full valency frames (not their frequency) and the mean length (l) of verbs/lemmas 
which have x full valency frames. 
 Suggest the form of dependence and test it. Compare it with the result 
presented in Čech, Pajas, Mačutek (2010). 
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4.10. Full valency and polysemy 
 
 
Hypothesis 
The more full valency frames the verb has, the greater the polysemy of the verb. 
Test the hypothesis.  
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames and assign to each verb/lemma the number of its full valency frames x 
(not frequencies) in a corpus. 
 Determine the number of meanings (m) of each verb/lemma using e.g. 
WordNet (see http://www.globalwordnet.org/) or a monolingual dictionary. De-
scribe explicitly the way you obtained the given number of meanings.   
 Prepare a table containing the number of full valency frames and the num-
ber of meanings of individual verbs and observe the dependence between these 
two language properties. Suggest the form of dependence and test it. Interpret the 
results in the framework of synergetic linguistics (Köhler 1986, 2005), i.e. sub-
stantiate it linguistically. 
 If the result is positive, find its place in the Köhlerian control cycle and 
prepare a flow diagram. Then derive the result from the general theory (Wimmer, 
Altmann 2005) and interpret it. 
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4.11. Full valency and synonymy 
 
 
Hypothesis 
The more full valency frames the verb has, the richer is the synonymy of the 
verb. Test the hypothesis.  
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames and assign to each verb/lemma the number of its full valency frames x 
(not frequencies).  
 Determine the number of synonyms (s) of each verb/lemma; use WordNet 
(see http://www.globalwordnet.org/) or a dictionary of synonyms in the given 
language.    
 By analogy with Problem 4.10 Full valency and polysemy observe the 
dependence between the number of full valency frames (x) and the number of 
synonyms (s) of individual verb. Suggest the form of dependence and test it. 
Interpret the results in the framework of synergetic linguistics (Köhler 1986, 
2005). 
 If the result is positive, incorporate the relationship in Köhler´s control 
cycle and prepare a flow diagram. Then derive the result from the general theory 
(Wimmer, Altmann 2005) and interpret it in terms of speaker and hearer impact. 
Since the relation between polysemy and synonymy is known, full valency must 
be only a new element in the control cycle but should not disturb it. If you do not 
want to tae into account the complete Köhlerian cycle, set up your own reduced 
one in which only the relationships of valency are contained. 
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4.12. Full valency and compounding 
 
 
Hypothesis 
The more full valency frames the verb has, the more compounds it produces.  
Test the hypothesis.  
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames and assign to each verb/lemma the number of its full valency frames x 
(not frequencies) in a corpus.  
 Take a random sample of at least 300 verbs/lemmas and for individual 
verb/lemma observe the number of compounds (c) which are formed by the 
given verb/lemma. Use a monolingual dictionary or corpus. Group verbs/lemmas 
with the identical number of full valency frames and for each group compute the 
mean number of compounds (mc). Find a function expressing the dependence of 
compositionality and full valency: mc = f(x). If you succeed, give a justification 
for the given function. If possible, set up the differential equation which leads to 
the given function and substantiate it linguistically. Chart your result in form of a 
simple signal flow diagram. Incorporate it into the framework of synergetic 
linguistics (Köhler 1986, 2002, 2005) and show that the function can be derived 
from the unified theory (Wimmer, Altmann 2005).  
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4.13. Full valency and derivation 
 
 
Hypothesis 
The more full valency frames the verb has, the greater its productivity, i.e., the 
more derivatives are formed from it. Test the hypothesis.  
 
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames and assign to each verb/lemma the number of its full valency frames x 
(not frequencies) in a corpus.  
 Take a random sample of at least 200 simple, i.e. non-derived, verbs and 
for each individual verb/lemma observe the number of its derivatives (d). Define 
precisely the character of derivation. Use a monolingual dictionary or corpus.  
 Compute the correlation between the number of full valency frames x and 
derivation values (d). If there is a correlative relationship, find a function ex-
pressing the dependence. Interpret the results in the framework of synergetic lin-
guistics (Köhler 1986, 2002, 2005). 
 Show that one of the parameters depends on the extent of derivation build-
ing in language. Test this assumption using a strongly analytic and a strongly 
synthetic language. 
 Show that there is a strong dependence between the given parameter and 
the derivativeness in language.  
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4.14. Full valency and Menzerath’s law 
 
Hypothesis 
The more arguments the verb has in its full valency frame (counted by the num-
ber of words), the shorter are the arguments (counted by the number of syllables 
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or morphemes). Test the hypothesis. 
  
Procedure 
Follow the procedure presented in Problem 2.16. The distribution of full valency 
frames and compute the number of arguments x for each verb (token) in the text 
(or treebank). Group the verbs (tokens) with the same number of arguments x and 
count for each verb (token) in the group the mean length of its arguments (count-
ed by the number of syllables or morphemes). Then compute the mean length of 
arguments for each group.  
 Check whether the dependence between the number of arguments in full 
valency frame and the length of arguments has the form of a power function. If 
not, find another well fitting function and substantiate it linguistically. 
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4.15. Syntactic network analysis 
 
 
Problem 
Although the network theory (e.g., Barabási, Albert 1999; Newman 2003) has 
many applications in language sciences (cf. Bibliography on Linguistic and 
Cognitive Networks), up to now the majority of language network analyses have 
been merely descriptive, focused on global network characterisation, and there 
was an absence of linguistic explanation of language-based networks (cf. Ferrer i 
Cancho 2010; Mehler 2007).  
 For syntax, despite there being numerous achievements, some fundament-
al problems remain unsolved: although statistical properties typical for complex 
networks can be observed in all syntactic networks, the impact of syntax itself on 
these properties is still unclear (Liu, Hu 2008; Liu, Zhao, Huang 2010). 
 Test the following hypotheses and try to substantiate some syntactic net-
work properties linguistically. All network properties which are taken as a vari-
able in the hypotheses (out-degree, in-degree, hub-weight, authority-weight, be-
tweenness centrality) express some kind of “global importance” of the node in 
the network; for more information of these properties see for example  Caldarelli 
(2007) and Newman (2010). The testing of these hypotheses should reveal which 
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of these properties are (if ever) associated with linguistically well established 
language properties (word length, synonymy, and polysemy) (cf. Köhler 2005).  
 
Hypotheses 

1. The higher the out-degree of the word (or lemma), the shorter the word. 
2. The higher the out-degree of the word (or lemma), the more synonyms it 

has. 
3. The higher the out-degree of the word (or lemma), the more meanings it 

has. 
4. The higher the in-degree of the word (or lemma), the shorter the word. 
5. The higher the in-degree of the word (or lemma), the more synonyms it 

has. 
6. The higher the in-degree of the word (or lemma), the more polysemic  the 

word is. 
7. The greater the hub-weight of the word (or lemma), the shorter the word. 
8. The greater the hub-weight of the word (or lemma), the more synonyms it 

has. 
9. The greater the hub-weight of the word (or lemma), the more polysemic  

the word is. 
10. The greater the authority-weight of the word (or lemma), the shorter the 

word is. 
11. The greater the authority-weight of the word (or lemma), the more 

synonyms it has. 
12. The greater the authority-weight of the word (or lemma), the more 

polysemic the word is. 
13. The higher the betweenness centrality of the word (or lemma), the shorter 

the word. 
14. The higher the betweenness centrality of the word (or lemma), the more 

synonyms it has. 
15. The higher the betweenness centrality of the word (or lemma), the more 

polysemic the word is. 
 
Procedure 
Use a syntactically annotated corpus, for example the Alpino treebank (Beek et 
al. 2001), the CESS-ECE corpus (Martí et al. 2007), the Floresta synta(c)tica 
(Alfonso et al. 2002), the Italian Syntactic-Semantic Treebank (Montemagni et 
al. 2003), the Prague Dependency Treebank (Hajič et al. 2006), the Szeged 
treebank (Csendes et al. 2005) and construct a syntactic complex network. In 
constructing the network, follow the method described in Ferrer i Cancho et al. 
(2004) and Liu (2008). For creating the network and computing its properties it is 
possible to use the free software Pajek 2.03 (available at 
http://pajek.imfm.si/doku.php?id=pajek).  

http://pajek.imfm.si/doku.php?id=pajek
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 Construct a directed network in which each node of the network represents 
a word (or lemma). Two nodes are linked in the network, if there is a syntactic 
relationship (most usually syntactic dependency) between words (or lemmas) in 
the corpus. The direction of the links depends on the adopted syntactic formalism 
(Hudson 2007). 
 Compute out-degree, in-degree, hub-weight, authority-weight, between-
ness centrality of each word (or lemma). Count the length (l) of each word in 
terms of syllable or morpheme numbers, determine the number of synonyms (s), 
and the number of meanings (m) of each word (or lemma). Test the hypotheses. 
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4.16. Typology 
 
 

Problem 
Construct a “typological“ control cycle of linguistic properties. 
 
Procedure 
Collect as many typological indicators as possible and show their mutual rel-
ations. Solve the relation by capturing it with a function and strive for a general 
theory, i.e. show that isolated properties do not exist; that at least some of them 
have the character of laws and that all relationships can be derived form a general 
theory. 
 Use some properties described in Altmann, Lehfeldt (1973) or Hoffmann 
(2005) such as effectivity of the system of distinctive features, aspects of vocal-
icity of the language, entropy of the phoneme system, properties of phoneme 
distributions, positional exploitation of phonemes, mean word length, synthetism/ 
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analytism, sentence length, sentence depth, sentence centrality, sentence width 
and add other properties from the literature. Strive for a large list of quantified 
properties. Do not use dichotomous variables but quantify structures resulting 
from their combinations. Do not use universals – but if you use them, quantify 
them. 
 For every indicator derive its asymptotic variance and test some differ-
ences if necessary. 
 Do not classify languages. Strive for a theoretical construct. 
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5. Text analysis 
 

5.1. Text development 
 

 
Problem 
Texts are created in temporal succession. Even if one can perform corrections a 
posteriori, the deployment concerns both the content and the form. The deploy-
ment with regard to content is known e.g. from classical drama, detective stories, 
etc., but “material” deployment has not been studied frequently. However, there 
are a number of properties whose deployment can be characteristic for texts. 
Study the deployment of some properties. 
 
Procedure 
Take a text and partition it into its “natural” parts, e.g. chapters, strophes, para-
graphs, sentences, which play the role of reference frames. For each part 
separately compute 
 

(a) the sentence length distribution (in terms of clause numbers), 
(b) the rank-frequency distribution of word forms, 
(c) word length distribution, 
(d) the entropy in (a), (b) and (c) (see Problems Vol. 1, 113), 
(e) the repeat rate in (a), (b) and (c) (see Problems Vol 1, 113), 
(f) Ord´s criterion in (a), (b) and (c) (see Problems Vol. 1, 111 f.), 
(g) the angle of “writer´s view� in (b) (see Popescu, Mačutek, Altmann 2009, 

24 ff.), 
(h) the lambda-indicator (cf. Popescu, Čech, Altmann 2011a,b), 
(i) the arc length (see Mačutek 2009), 

 
and study the course of individual properties. Can you discern a tendency or a 
regular oscillation or did you obtain irregular oscillations? 
 Take those properties which exhibit some regularity and study them using 
different texts. Draw conclusions from the observations, substantiate them text-
ually and capture the tendency at least with an empirical function. Then derive 
your function on the basis of your conclusions based on linguistic reasoning. If 
you use difference or differential equations, substantiate your procedure (e.g. the 
order of the equation) linguistically. 
 Do not restrict yourself to the above mentioned properties. Examine also 
other ones (e.g., different indicators of vocabulary richness, see Popescu et al. 
2009;  Popescu, Čech, Altmann 2011b). 
 Study the differences between special text sorts (poetry, scientific texts, 
press texts, etc.) and build the nucleus of a dynamic stylometry. 
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 Perform the same examinations in some other languages and compare all 
your results. Do not omit to use statistical tests or, if necessary, develop ad hoc 
new ones in order to obtain objective results. 
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poetry. (submitted) 
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5.2 Cumulative text development  
 
 

Problem 
Some text properties change with text size.  
 (a) Which properties do?  
 (b) Find the form of change and analyze it as a kind of time series. 
 
Procedure 
Perform the same computing procedures as in the problem “5.1. Text devel-
opment”. However, this time do not compute them separately for each part of the 
text but after having evaluated the first part of the text add the second part and 
compute the characteristics from this whole, then add the third part, etc. This is 
not an addition of numbers from the above mentioned problem but addition of 
parts and computing anew. 
 Begin e.g. with hapax legomena, i.e. words occurring only once. Is the  
development of their number linear, convex increasing or concave increasing?  



5. Text analysis 
 

98 

 Where is the point at which no increase of hapax legomena can be ob-
served any more?  
 Do text sorts differ in this aspect?  
 What is the dynamics of hapax legomena in a long epical poem whose 
parts are individual strophes? 
 What is the dynamics of synsemantics which are present in almost all 
sentences? 
 How do references develop in increasing text? For the definition of refer-
ences refer to the recent literature.  
 Analyze a greater set of texts of the same sort and work out stepwise the 
dynamics of text development. Associate classes of entities with certain types of 
functions and substantiate your findings linguistically, psycho-linguistically and 
from the communication point of view. 
 Derive some of the developmental aspects from linguistic assumptions and 
test the goodness-of-fit of your functions. Begin to form the basis of a theory 
containing at least one (derived and corroborated) hypothesis. Continue in three 
directions:  

(i) subsume your hypothesis under a more general theory,  
(ii) derive some consequences from your hypothesis,  
(iii) join your hypothesis with other ones showing a possible connec-

tion, i.e. begin to set up a control cycle. 
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189. Chernivtsi: ČNU. 
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5.3. Experiments with arc length 
 
 

Problem 
J. Mačutek (2009) has shown that arc development of rank-frequency sequences 
of word-forms is significantly different in morphologically different languages 
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and pointed out that this property could be significant also with genres, authors, 
historical periods within one language. Test some of these hypotheses. 
 
Procedure 
Take a text and obtain the rank-frequency sequence of word-forms for the first 
500 words and compute the arc length as 
 

 
1/21

2
1

1
( ) 1

V

r r
r

L f f





       

 
where L = arc length, r = rank, fr = frequency at rank r, V = vocabulary. Then add 
the next 500 word-forms and compute L again. Continue until the end of the text. 
The individual L-values yield a curve or a straight line.  
 Then take a text in the same language from another author but in the same 
genre and perform the same procedure.  
 Compare the slopes of arc development of the two texts using the Sen-
Adichie test described very clearly in Mačutek (2009). 
 Process many texts and set up classes of texts based on the slope of the 
cumulative arc length computation. If the regression lines are not parallel, order 
the regression lines in decreasing order and scrutinize the possible causes, i.e. 
find some boundary conditions (here, other properties of the deviating or extreme 
texts) under which some texts display a strong deviation. 
 State whether it is possible to distinguish (1) individual authors, (2) in-
dividual text sorts. 
 State whether texts of the same sort in one language display a kind of 
historical development. Compare the development – if there is any – in two dif-
ferent languages. 
 Compare the results obtained by examining the same text in different 
languages. A corpus based on an identical text in 11 Slavic languages has been 
set out by E. Kelih (2009, 2009a). Or use texts from the MULTEXT-East project 
(http://nl.ijs.si/ME/; Erjavec 2010). 
 Draw conclusions about the shaping of arc length in different styles 
(which must be defined independently).   
 Show the extremes of arc length both theoretically and empirically. 
 Interpret linguistically the behaviour of arc length. 
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5.4. The syntactic binary code of sentence 
 
 

Problem 
Compute the binary syntactic codes of all sentences in a text and study the 
resulting time series. 
 
Procedure 
The method has been shown only for German, Russian, and Czech up to now (cf. 
Altmann, Altmann 2008; Popescu et al. 2010), hence a more detailed description 
is in order.  
 (a) Depict the syntactic structure of a sentence in form of a tree following 
any background formalism (dependency, phrase structure etc.) and grammar, e.g. 
generative (Chomsky 1995), word grammar (Hudson 2006), Functional Gener-

http://www.lrec-conf.org/proceedings/lrec2010/pdf/138_Paper.pdf
http://nl.ijs.si/ME/
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ative Description (Sgall, Hajičová, Panevová 1986; Hajič et al. 2006). For 
example, one of the possibilities to depict the syntactic structure of the sentence 
“Wer reitet so spät durch Nacht und Wind” (the first line from Goethe´s 
“Erlkönig”) can be as presented in Figure 5.4.1 

 
Figure 5.4.1. One of the possibilities 

 
but other structures are possible.  
 (b) Now, numerate all vertices from top to bottom and from left to right in 
order to obtain Figure 5.4.2. 

 
Figure 5.4.2. Sequence and adjacency of vertices 

 
 (c) Set up an adjacency matrix of vertices using only the part above 
diagonal, i.e. the upper triangular matrix. An existing adjacency obtains the value 
of 1, a non-existing one the value of 0, i.e.  
 

(1)    

0, the vertices and are not adjacent
1, the vertices and are adjacent (joined with an edge),ij

i j
i j

a    

 
For the given sentence analyzed in the given way one obtains the matrix in Table 
5.4.1. The diagonal will be ignored.  
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Table 5.4.1 
Adjacency matrix of the graph in Figure 5.4.2 

 
v  1       2   3 4 5 6 7  8 9 10 11 12 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

 -       1      1      1      0      0   1  0 0 0 0         0 
          -      0      0      0      0   0  0 0 0 0 0 
                  -      0      0      0   0  0 0 0 0 0 
       -      1      1   0  0 0 0 0 0 
        -      0   0  0 0 0 0 0 
         -   0  0 0 0 0 0 
       -  1 1 0 0 0 
       - 0 0 0 0 
       - 1 1 1 
        - 0 0 
         - 0 
          - 

 
The binary code (BC) is computed in form of a sum (c.f. Balakrishnan 

1997): 
 
(2)   BC = a1220 + a1321 + … + a1n2n - 1 + a232n + … + a2n22n - 3 + … + an-1,n2k – 1, 
 
where aij are the weights given by formula (1), k = n(n-1)/2 and the summing 
begins with the cell (1,2). For the given matrix we obtain 
 
 BC = 1(20) + 1(21) + 1(22) + 1(25) + 1(230) + 1(231) + 1(251) + 1(252) +   
  +1(260) + 1(261) + 1(262) = 8,077,205,934,910,210,087. 
 
In order to normalize this number, one divides it by the maximum which would 
be attained if all pairs of vertices would be adjacent, i.e. 
 

(3) 

( 1) 1 ( 1)2
2

max
0

2 2 1

n n
n n

i

i
BC


 



   . 

 
For n = 12 we obtain BCmax = 73,786,976,294,838,206,463. Hence the relative binary 
code is given as 
 

(4) 
max

rel
BCBC

BC
 . 
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In the example it is 8,077,205,934,910,210,087 / 73,786,976,294,838,206,463 = 
0.1095.  
 (d) Compute the relative binary code for every sentence of a text in order 
to obtain a time series. 
 (e) Evaluate the properties of the time series obtained. 
 (f) Perform the above procedure for the same text in different languages. 
Use the properties of the computed time series to show the differences between 
languages. Use multilingual corpora (cf. Kelih 2009; Erjavec 2010; MULTEXT-
East project, InterCorp). 
 (g) Use the method for showing genre differences. 
 (h) Use the method for showing uniformity or variation in works of one 
author.  
 (i) Use the method for showing change or stability in the history of a genre 
(e.g. press texts). 
 (j) Use other methods for obtaining a tree or dependence and repeat the 
whole procedure. 
 (k) If you analyze poetry, you may consider either lines or sentences. 
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5.5. The binary code of text 
 
 

Problem 
Read Problem 5.4 The binary code of sentence. Then take a text and join the 
sentences having something in common (e.g. the same word, synonym, reference 
etc.). You obtain the same picture as if you joined the dependent words in a sen-
tence. Set up the coincidence matrix and compute the binary code of the text. In 
poems you can also join the verses. 
 
Procedure 
First define the association between sentences in a clear way. If necessary, define 
other units as frame, e.g. verse, strophe, clause, or different punctuation marks as 
sentence boundaries (, ; : ? ! .). Enumerate the “sentences” currently and join all 
containing an “echo” or a reference to other sentences. Do not use oriented arcs. 
Prepare the text in this way, set up the upper triangle matrix of adjacencies and 
compute the binary code of the text. The procedure is presented in detail in 
Popescu et al. (2010, Chapter 8). 
 The code may be interpreted as a kind of text coherence. Solve the 
following problems: 

(1) Show that simple forms (fairy tales, fables etc.) have greater coherence 
than complex forms (e.g. scientific texts).  

(2) Show the place of different text types on the coherence scale. 
(3) Compare the same text in two different languages and show whether 

they differ in this aspect. Use the variance of the binary code (cf. 
Popescu et al. 2010), set up an asymptotic test for the difference of two 
text codes and test whether they are different. Some languages may 
exploit references to a different extent. 

(4) Study the works of one author and examine the development of co-
herences over the course of years. Is higher age correlated with higher 
text coherence? 

(5) Study the text codes of individual acts of a stage play. Does it change 
or is it constant? In the second step separate the individual persons and 
study their isolated parts as wholes.  

(6) Study the narrations of children in different ages. School essays are 
appropriate research objects. 

Since the binary sentence or text codes are relative measures, the length of a text 
is not relevant. Of course, short texts tend to be more coherent because the theme 
is very concentrated. Therefore 
 (7) Study the effect of text length on the binary code and show that if it 

exists, after a certain length it becomes irrelevant. 
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5.6. The development of writer´s view 
 
 
Problem 
The angle α representing �writer´s view� (cf. Popescu, Mačutek, Altmann 2009, 
27ff) grows linearly with increasing text. Popescu, Čech, Altmann (2011) argue 
that the longer the text is, the more the writer loses his subconscious control over 
frequency of words and keeps only conscious control over the contents, the 
grammar, his aim, etc. As soon as parts of control disappear, the text develops its 
own dynamics and begins to abide by some laws which are not known to the 
writer but work steadily in the background. Test the above hypothesis. 
 
Procedure 
 (1) Take a long text and compute first the rank-frequency sequence of 
word forms in the first 1000 words. Then state the quantities V = vocabulary size 
(= greatest rank), f(1) = greatest frequency and h = the h-point as shown in the 
above mentioned reference.  
 (2) Compute the cosine α of the angle at the h-point. 
 (3) Add the next 1000 words to the text and repeat steps (1) and (2). 
 Register cos α at each step and observe its change. The formula for its 
computing is 
 

 1/2 1/22 2 2 2

[( 1)( (1) ) ( 1)( )]cos
( 1) ( (1) ) ( 1) ( )

h f h h V h
h f h h V h

      

           

. 
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 (4) Study texts representing different text types in different languages. 
Show that in different languages the angle changes differently. Draw typological 
consequences. 
 (5) Take the same text in different languages and perform the whole pro-
cedure. Show that even here differences can be found. 
 If the change of the angle with increasing text length N is not linear, find 
an adequate function capturing all cases.  
 Substantiate the relationship linguistically. 
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5.7. Hřebíček´s hypothesis 
 

 
Problem 
According to a hypothesis of L. Hřebíček (1997, 2000) frequent entities (e.g. 
words) appear in text earlier than rare ones. Set up specific hypotheses concern-
ing phonemes (letters, signs), syllables, morphs, morphemes, word-forms, lem-
mas, herbs; propose respective functions capturing this phenomenon and test 
them. 
 
Procedure 
Take a text and count the frequencies of units at a certain level (phonemes, syl-
lables, morphs, morphemes, word-forms, lemmas, hrebs). Then replace the units 
by their frequencies and study the sequence of these numbers. Since the 
oscillation may turn out to be very pronounced, simplify the procedure by taking 
the mean of the frequencies in each sentence. If the hypothesis is correct, you 
should obtain some decreasing function (of frequency means in the sentence).   



5. Text analysis 
 

107 

 Alternatively, take only the greatest frequency in each sentence and test 
whether sentence order (x = order number of the sentence) displays a decreasing 
sequence of maximal frequencies (y).  
 Propose some other measurement methods but pay attention to the poss-
ibility of testing. 
 Analyze the situation on different levels in different languages Take into 
account both morphs and morphemes, lemmas and word forms but especially 
hrebs (cf. Ziegler, Altmann 2002) of different kinds. If you obtain positive 
results, begin to sketch a “teorita”. Give linguistic substantiations, find boundary 
conditions and search for a family of empirical functions which could capture 
this phenomenon. If you find only counterexamples, supply arguments in support 
of the fact that the hypothesis cannot hold. Nevertheless, it may hold for some 
units but not for other ones.  
 The investigation is important for the subconscious strategy of communic-
ation, text control and text formation. Is there a relationship to the thema-rhema 
and topic-comment problem? 
 Do not use short texts (e.g. poems). The “higher” the unit you consider, 
the longer the examined text should be. 
 Do not use translated texts because here the text building is rigorously 
bound, it allows no spontaneity. 
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5.8. Chaining and distances 
 
 

Problem 
The repetition of some identical entities in subsequent sentences gives rise to 
sentence chains. The chains bring about the impression of perseveration, echo, 
Skinner effect, inertia, etc.  

(a) Set up a preliminary list of entities that can take part in sequential text 
structuring. 



5. Text analysis 
 

108 

(b) Study some of them using a specific text sort and set up inductive 
hypotheses about their behaviour. 

(c) Substantiate the hypotheses linguistically or psychologically and derive 
the hypotheses from a more general and abstract background, i.e. 
systematize this field of research. 

 
Procedure 
Partition a text completely in sentences giving an unambiguous list of phonetic or 
graphic signs that signal the end of sentence. If poems are analyzed, for some 
entities the line can be considered equivalent to sentence. Each sentence repre-
sents a point in the sequence. Then choose one of the possible entities that may 
be repeated in sentences. Some examples are: consonant clusters, syllables, 
morphs, words, references, speech acts, sentence types, dependency structures, 
descriptive expressions, active expressions, ornamentality, etc. This list will 
automatically increase with increasing research.  
 Replace the sentences by their order number and mark identically those 
that contain the respective repeated element. Now one can see uninterrupted 
chains of sentences (held together by the same element) having specific lengths. 
Set up a hypothesis about the distribution of lengths of chains. An exact de-
scription of the procedure has been presented in Popescu et al. (2010, Chapter 9). 
 Some of the entities seem to occur rather haphazardly but probably their 
mutual distances display a distribution. Count the distances and establish hypo-
theses about them. Make conjectures about the structuring of distances. 
 Begin with simple entities which can easily be found mechanically. For 
some entities one obtains more and longer chains (e.g. synsemantics); other ones 
will be more rare and shorter. Set up a preliminary hierarchy of entities. Strive 
for a theory and cooperate with a scientist engaged in neurology. 
 Is it possible to characterize styles or genres starting from the chaining 
structure of certain entities?  Do languages differ in this respect? 
 Study the sequences of repetitions using different methods: Markov 
chains, fractal measures, dimensions, distance distributions, etc. Do not use very 
short texts though even in folklore quatrains one can find expressed repetitions. 
Epical poems display different kinds of phonetic chaining. Begin with phonetic 
entities and continue with syntactic, semantic and psycholinguistic ones. This 
discipline is not yet developed, nevertheless it may contribute both to linguistics, 
literary studies and psycholinguistics.  
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5.9. Sonnet 1 
 
 

Problem 
Take a collection of sonnets and compute their euphonic structure. Then solve 
some of the problems presented below. 
 
Procedure 
Use the method of computation of euphony presented in Strauss, Fan, Altmann 
(2008, 45 f.). Use only phonetic/phonemic transcriptions (i.e. no letters).   

(1) Compute the overall euphony of the sonnet. 
(2) Compute the course of euphony from the beginning to the end of the poem 

(line by line) and if possible capture it formally. 
(3) Compute the euphonic structure of the verse beginnings (first sounds or 

sound combinations in the lines) in the sonnet. 
(4) Set up a table of phoneme frequencies in all sonnets individually, compare 

them for homogeneity (using e.g. the chi-square test) and find the theor-
etical distribution they abide by. 

(5) Mark the stressed vowels in each line and study the preference of stressing 
a certain vowel in the whole sonnet. 
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(6) Which phonemes contribute to euphony? Set up a rank-order of “eu-
phonic” phonemes and generalize the result, if possible. 

(7) Compare the results won from different authors in the same language. 
(8) Compare the results won from sonnets in different languages. 
(9) Study the evolution of euphony in sonnets in the given language from the 

beginning of this literary form till today. Take random samples from each 
century. 

(10) Study the overall evolution of euphony in sonnets taking into account at 
least three languages.  

(11) Since you have now the phonetic/phonemic transcription of sonnets, 
compute the phonetic similarity of lines. First define a similarity 
measure, then test the hypothesis that average phonetic similarity of 
lines decreases with increasing distance of lines. For distance 1 there 
are 13 cases, for distance 2 there are 12 cases, etc. Let x = distance, y = 
average similarity. 

(12) Perform a subjective scaling of some feeling categories (e.g. sadness, 
melancholy, longing, gladness, etc.) in several sonnets and state 
whether the given feeling correlates with euphony. If necessary, use 
informants. 

  
References 
Altmann, G. (1966). The measurement of euphony. Teorie verše 1, 259-261. 

Brno: Universita J.E. Purkyně. 
Sonnet Central. (http://www.sonnets.org/) 
Strauss, U., Fan, F., Altmann, G. (2008). Problems in Quantitative Linguistics 1. 

Lüdenscheid: RAM. 
Wimmer, G., Altmann, G., Hřebíček, L., Ondrejovič, S., Wimmerová, S. (2003). 

Úvod do teórie textov. Bratislava: Veda. 
 
 
 

5.10. Sonnet 2 
 
 
Problem 
Take a collection of sonnets and compute some of their quantitative properties. 
Then solve some of the problems presented below. 
 
Procedure 
Study the following properties 

1. Word-form frequencies. Set up the rank-frequency distribution for each 
sonnet separately and compute its properties in form of indicators. Fit 
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the Popescu function and study the number of strata in a sonnet (cf. 
Popescu, Altmann, Köhler 2010).  

2. Belza-Skorochod´ko’s chanining coefficient for sentences or verses. 
(cf. Problems Vol. 2: 57; Popescu et al. 2010). 

3. For each sonnet compute the writer´s view, i.e. the angle formed by the 
straight lines joining the h-point with the greatest frequency and the 
greatest rank, and compute its possible correlation with the date of 
origin (cf. Popescu, Altmann 2007; Popescu, Čech, Altmann 2011a). 

4. Compute the crowding of autosemantics in individual sonnets (cf. 
Popescu et al. 2009; Problems Vol. 2: 59). 

5. Compute the vocabulary richness of individual sonnets. Use different 
indicators. (cf. Popescu, Čech, Altmann 2011b) 

6. Compute the arc length of each rank-frequency distribution and the 
lambda-indicator from it (cf. Popescu, Čech, Altmann 2011c; Mačutek 
2009).  

7. Compute the thematic concentration of each sonnet using Popescu’s 
formula associated with the h-point (cf. Popescu et al. 2009; Problems 
Vol 1: 61; Popescu, Altmann 2011). Combine this problem with that in 
5.9 in this volume. 

8. For each sonnet, construct the hreb-sets and state their rank-frequency 
distributions (cf. Ziegler, Altmann 2002; Ziegler 2005). Use the hreb 
for solving the previous problem. 

9. Compute word lengths (measured in terms of syllable numbers) and 
word-frequencies in each sonnet separately. Then replace the words in 
the text by their lengths or frequencies respectively. You obtain a 
sequence of numbers. For these sequences compute the Hurst exponent 
and the Lyapunov coefficient. State Köhler’s motifs for lengths and 
frequencies and set up their distributions (cf. Köhler 2006, 2008; 
Köhler, Naumann 2008; Problems Vol. 2). 

10. For each sonnet state the rank distribution of word classes, fit the 
appropriate distribution and compare the sonnets.  

11. Study the verbality and nominality of sonnets (cf. Ziegler, Best, 
Altmann 2002; Problem: Verb classes). 

12. For each sonnet compute the significant word associations and draw an 
association graph. Compute some properties of this graph (cf. Ziegler, 
Altmann 2002; Ziegler 2005). 

13. For each sonnet compute the golden section and compare them (cf. 
Popescu, Altmann 2007, 2009; Popescu et al. 2009; Tuzzi, Popescu, 
Altmann 2009; Problems Vol. 2,  66-76) 

14. Transform the rank-frequency of words in each sonnet into a frequency 
spectrum. For each sonnet compute Ord´s criterion <I,S> and plot all 
sonnets in a Cartesian <I,S> coordinate system. Generalize the result 
(cf. Popescu et al. 2009). 
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15.  For each sonnet compute the mean word length, partition all words 
into two classes: shorter than and longer than the mean. Then study the 
behaviour of runs (cf. Altmann, Altmann 2008; Popescu, Čech, Alt-
mann 2011).  
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5.11. Text activity 1 
 

Problem 
Compare the “activity“ of texts of different sorts, test their differences and set up 
at least an “activity rank-order” of text sorts. 
 
Procedure 
Take a text and count the number of adjectives (A) and active verbs (V). Con-
sider a verb “active” if it expresses some activity (physical or mental). That is, 
verbs like be, have, possess, must, repose, etc. are not active. Define exactly 
which verbs and verb forms are considered “active”. 
 Compute Busemann´s verb-adjective ratio in the form 
 

(1) 
VQ

A V



. 

 
Since Q is a proportion, Q > 0.5 means increased activity, Q < 0.5 means in-
creased descriptivity, and Q = 0.5 means active-descriptive equilibrium. How-
ever, it must be tested whether a tendency is significant. Since we have only two 
outcomes, for small n = A+V the binomial distribution can be used; if n is large, 
one can use the normal approximation z = (2Q-1)√n. 
 Show the status of each text separately and order the texts according to 
their Q-value. Can you recognize some grouping of texts? E.g. are scientific texts 
more descriptive than press texts? For appropriate tests see Altmann (1978, 
1988) or Wimmer et al. (2003). 
 Evaluate the individual acts of a stage play and show the course of act-
ivity/descriptivity. Are comedies structured differently than tragedies? 
 Does activity/descriptivity change in the subsequent chapters of a scient-
ific book? 
 Compare the activity/descriptivity in a lyric and an epic poem. Is there a 
significant difference?  

http://www.sonnets.org/
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 Compare several works (e.g. poems) of an individual author and state 
whether activity decreases with his increasing age (a consequence of Busemann’s 
hypothesis). 
 Compare the Q indicator of texts told or written by children of different 
age. Is there a tendency for increasing activity with increasing age? 
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5.12. Text activity 2 
 
 

Problem 
Scale the “activity” of verbs, compute the distribution of the degrees and char-
acterize the “activity” of texts using some indicator. 
 
Procedure 
Take a text and consider only its verbs. Order the verbs according the degree of 
their expression of activity. For example be could have degree 0 and blow, run, 
jump degree 10. There may be also negative degrees, e.g. with suffer or die. The 
task is psycholinguistic and should be performed with the help of questionnaires 
containing many verbs and the task to order them according to their degree of 
activity. One can also use the semantic classification of verbs presented e.g. in 
Yesypenko (2009) and ascribe preliminary degrees to individual classes. 
 Having obtained a kind of scaling, ascribe to each verb of a text its activity 
and compute some indicators, e.g. distribution of activity, mean activity, dis-
persion, the course of activity which may be interesting for stage plays or epic 
poetry.  
 Then consider individual problems discussed in Problem 5.11: Text act-
ivity 1, namely 
 (i) Are comedies structured differently than tragedies with regard to their 
“activity”? 
 (ii) Does activity change in the subsequent chapters of a scientific book? 
 (iii) Compare the activity in a lyric and an epic poem. Is there a significant 
difference?  
 (iv) Compare several works (e.g. poems) of an individual author and state 
whether activity decreases with his increasing age. 
 (v) Compare the texts told or written by children of different age. Is there 
a tendency towards greater or smaller activity with increasing age? 
 Develop a conceptual framework of activity, set up some hypotheses, 
perform preliminary classifications and join activity with other properties of 
texts, express them mathematically i.e. begin to elaborate a theory 
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5.13. Assonance 
 
 

Problem 
Set up an indicator of global vocalic assonance in isosyllabic verses and test the 
hypothesis that the mean assonance of verses that are close to one another is 
greater than in more distant ones. That is, show that with increasing distance of 
verses the mean assonance decreases.  
 Find the form of this decrease and test it using several poems in different 
languages. 
  
Procedure 
Take a poem consisting of isosyllabic verses, i.e. verses having the same number 
of vowels which are the nuclei of syllables. Or, alternatively, take a poem, find 
the shortest line (having n syllables) and consider only the vowels placed in other 
verses up to syllable n. The latter procedure is somewhat restricted but one can 
scrutinize at least the syllables up to n. 
 For each line set up the vector whose elements are the vowels in individ-
ual positions, e.g. in Goethe´s poem “Erlkönig” the first line is “Wer reitet so 
spät durch Nacht und Wind”, hence  the vector would be 
 
 V1 = <e:,ai,e,o:,ä:,u,a,u,i>. 
 
It is a question of definition whether one ignores the length or tone of the vowel. 
If we ignore the length in German, we obtain the first four lines in “Erlkönig” as 
 
 V1 = <e,ai,e,o,ä,u,a,u,i> 
 V2 = <e,i,e,a,e,i,ai,e,i> 
 V3 = < e,a,e,a,e,o,i,e,a> 
 V4 = <e,a,i,i,e,e,e,i,a>. 
 
Since in each line there are 9 position and all vowels may occur in all positions, 
one can easily state that in the first two lines there are 3 equal vowels in the same 
position, i.e. P(V1,V2) = 3/9, further P(V2,V3) = 5/9, P(V3,V4) = 4/9. Taking the 
mean of the three neighbouring line pairs we obtain the mean vocalic parallelism 
for distance 1 as P1 = 4/9 = 0.4444. The two-step distance follows from P(V1,V3) 
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= 2/9 and P(V2,V4) = 2/9. The mean is P2 = 2/9 = 0.2222. Of course, one should 
process the whole poem, take averages and study the decrease of assonance.  
 It is advisable to leave out the vowels occurring in the rhyme position 
because they automatically increase the assonance of the given distance. If in the 
above vectors we leave out the last vowels, we obtain for distance one: (2/8 + 5/8 
+ 3/8)/3 = 1.25/3 = 0.4167, i.e., a slightly smaller number, while P2 = 0.2500, a 
slightly greater number. 
 The hypothesis is in agreement with Skinner´s conjecture of formal rein-
forcement. If not all vowels may occur at all positions, another methods must be 
developed. In the same way one can consider consonants, syllables or other units.  
 Use the method for characterizing the poetry of one author and analyze 
more languages. 
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5.14. Frequency and position of words in sentence 
 

 
Hypothesis 
This hypothesis is a consequence of another one (cf. Problems Vol 1: “Word 
length and position in sentence”, 65). If long words have the tendency to occur 
later in the sentence, then short words stay in the anterior positions in the sen-
tence. But since these words are shorter, they occur more frequently (cf. Köhler 
2005). Hence the position in the sentence is negatively correlated with the 
frequency of words. Another conjecture is given by Fenk and Fenk-Oczlon 
(2005, 162f.) who start from “an increase of content words and a decrease of 
function words during a sentence.” But “the token frequency of function words is 
higher than the token frequency of content words”, consequently the position-in- 
sentence is negatively correlated with frequency. Test the hypothesis. 
 
Procedure 
Take a long text and using one of the many counting programs state the fre-
quency of each word. In some languages lemmatization will be necessary, ac-
cording to whether one counts lemmas or word-forms. 
 Then replace each word in the sentence by its frequency. Order the sen-
tences in groups according to their length (measured in terms of word numbers). 
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For each position in the length group n compute the mean frequency in individual 
positions. State whether the hypothesis may hold. That is, compute some kind of 
regression of average position frequency on position. Begin with linear re-
gression. 
 If there is a significant regression, then the longer the sentences the more 
insignificant it will be. That is, the regression coefficient will decrease. Fit a 
function to the decrease of the regression coefficient. 
 Perform this investigation on several texts of one language, then scrutinize 
also some other ones. 
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5.15. Word length and position in sentence 
 
 

Problem 
The hypothesis that word length increases in the different positions of the main 
clause has been tested in Problems, Vol. 1, p. 85. Scrutinize the evolution of 
mean word length in the individual positions of whole sentences and find a 
regularity – if there is any. 
 
Procedure 
Take a longer text and compute word length (measured in terms of syllable num-
ber) in each position of each sentence. Then group together sentences having the 
same length (= the same number of words). Now, for each group separately, 
compute the mean word-length in each position. For each sentence length you 
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obtain a sequence of numbers. Since the independent variable x is the position in 
sentence, compute the linear regression of mean length on position. You obtain 
as many regressions as there are length groups. Care for the following conditions: 
skip sentences of length 1 and 2; each length (3, 4,...) must be represented by at 
least 10 sentences, otherwise the results will not be reliable. 
 Compare all linear regressions and observe the behaviour of the regression 
coefficient. You may state that it decreases monotonically with increasing sen-
tence length.  

(1) Express this decrease by an appropriate function. Since the values of 
the regression coefficient also attain negative values, one must find a function 
fulfilling this condition, i.e. it cannot be a power or an exponential function be-
cause these functions converge to zero but do not have also negative values. 

(2) Substantiate this phenomenon linguistically. Use the fact that short 
sentences mostly contain only the main clause but in longer sentences several 
clauses are present. Take into account the fact that clauses are joined with con-
junctions (which are short), contain pronominal references, etc.  

(3) Analyze several languages and compare your results with the existing 
ones. 

 (4) How do Menzerath’s law and Arens’ law interact with this problem? 
(5) Is there any relationship between the hypothesis and the functional 

sentence perspective (Firbas 1992)?  
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5.16. Development of rhyme 
 
 

Problem 
Study the development of different types of rhyme in a given language, set up 
hypotheses and test them. 
 
Procedure 
First state the different kinds of rhyme. Lists for different languages can be found 
e.g. in the Wikipedia. Choose only one class, e.g. masculine-feminine-dactylic 
(differing in the position of accent) or open-closed (i.e. ending with vowel or 
with consonant). Then take a collection of poems (e.g. from Project Gutenberg, 
http://www.gutenberg.org) and for different years of origin, count the proportion 
of individual classes of rhymes. If the rhyme structure is e.g. A B A B then count 
twice A and twice B, i.e. each rhyme-word must be counted separately because 
rhymes need not be perfect and even if the words are rhymed, the accent may be 
different. The simplest problem is to count the number of open rhyme-words and 
closed ones; it has been shown, for example, that in Slovak the proportion of 
open rhymes decreases from the beginnings until 1960. Each year or decade must 
be represented reliably, i.e. not only one poem but several ones should be 
analyzed.  
 Now, knowing the proportion of the given classes formulate a hypothesis 
about the development of the given rhyme sort, fit to the data an empirical 
function and venture/compute a prediction. Analyze some further texts from the 
21st century and check whether your hypothesis can be accepted. 
 Since proportions or percentages lay in <0,1> or <0,100> respectively, the 
function you have chosen must converge to one of the extremes of these 
intervals, They cannot converge to infinity or fall under zero. They should be 
“realistic”.  
 In this way, analyze different types of rhyme – if possible, also in different 
languages; set up “local” hypotheses concerning types of poetry or language and 
at last, formulate a general hypothesis about the development of any kind of 
rhyme.  
 To continue, analyze different poetic phenomena, e.g. the evolution of 
forms of the hexameter from classical to modern languages and amplify your 
general hypothesis. Show the general development of poetic forms. 
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5.17. Vowel auto-affinity in poems 
 
 

Problem 
Do the vowels of a strophe in a poem display some kind of auto-affinity? Per-
form tests using different longer poems. 
 
Procedure 
Transcribe the vowels(!) of a strophe phonetically/phonemically in the given 
order. Then write the same sequence under the original sequence but one step to 
the right, e.g. 
 
 a i u i e o o a a i o 
   a  i u i e o o a a i o 
 
and compare how many vowels of the first series are equal to their vertical 
counterparts. Here we find only 2 (/o/, /a/). Since we compared 10 places and 2 
were equal, we obtain the result 2/10 in the first step. Shift the lower line a 
further step to the right. In this step we obtain 1 equal pair (/i/). There were 9 
comparisons, hence we get 1/9. In the third step we obtain 0/8 etc. This proc-
edure can be performed mechanically with a program. 
 Note for the individual strophes of the whole poem the proportions in 
individual steps. Compute the means in individual steps and the general mean 
(mean of means). Then perform the usual analysis of variance, i.e. test whether 
the dispersion between steps is significantly greater than the dispersion within the 
steps. The appropriate formulas may be found in any text-book of statistics.  
 If you find a significant difference, test which of the step-means differs 
significantly from the general mean. Use the t-test or the normal test. 
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 Interpret the result. Probably you will find affinity only in the rhyme 
position (if the number of syllables in all verses is equal). In that case there is no 
special affinity.  
 If you find affinity in some other step, can one interpret it as a sign of 
spontaneity? According to Skinner (1939, 1941) spontaneity may lead to the rise 
of affinities. 
 Analyze several poems of the same writer and of different writers. Com-
pare the results. 
 Analyze a writer’s development from the viewpoint of vowel affinity.  
 Are there poetic systems with prescribed auto-affinity?  
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5.18. The lambda indicator and Ord´s criterion 
 
 
Problem 
The lambda indicator for word frequencies can be found in Popescu, Mačutek, 
Altmann (2009), Popescu, Čech, Altmann (2011) and Ord�s criterion in Ord 
(1972) or in Popescu et al. (2009). Take a set of texts by one author, e.g. in-
dividual poems or individual chapters of a book, and compute for all of them the 
lambda indicator. Show that in Ord´s scheme they are situated in a short interval, 
most probably on a straight line. 
 
Procedure  
First compute for each text the frequencies of word forms. Then compute the arc 
length between the frequencies as shown in the references, and transform the arc 
length into the lambda indicator. Set up intervals of length 0.1 beginning with the 
lowest lambda up to 2.3, i.e. <0.9, 1.0), <1.0, 1.1), <1.1, 1.2),…, <2.2, 2.3>. State 
the number of lambdas in the individual intervals. Then take the interval means, 
i.e. 0.95, 1.05, 1.15,…,2.25 and using them as a random variable, compute the I 
and S values for each writer or work separately.  
 Plot the <I,S> values of each set of texts in a Cartesian system and draw 
conclusions, e.g. about the given language, about the given text sort, about the 
given writer. State the left or right asymmetry of lambdas using S. 
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 Possibly there is a certain kind of development in a language. Compare 
texts of equal text sort in the history of the given language.  
 Take texts narrated by children (written or oral) and perform the same pro-
cedure. Where are the differences? Is there an evolution with increasing age? 
 Study the texts of a certain literary direction, e.g. dada, or differentiate 
lyric and epic poetry. 
 Find the relationship of lambda to other text properties. 
 For easier processing we present the key formulas: 
 
Arc length 
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x = mean of ranked frequencies, s2 = variance of ranked frequencies, m3 = third 
central moment of the rank-frequency distribution. 
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5.19. The lambda-indicator and Busemann’s  
adjective-verb ratio 

 
 
Problem 
Find the relation between the lambda-indicator and Busemann´s adjective-verb 
ratio. 
 
Procedure 
First compute both indicators for several texts. The formulas can be found in 
problem No. 5.11. Text activity 1 (Formula 1, Busemann’s verb-adjective ratio) 
and in problem No. 5.18. The lambda indicator and Ord’s criterion (cf. Popescu, 
Čech, Altmann 2011).  
 Since active verbs and adjectives are autosemantic and frequently hapax 
legomena, their presence exerts an influence - at least indirectly - on the arc 
length of the rank-frequency distribution. Study the values of these two indic-
ators in different text sorts and if your results display a kind of correlation, set up 
a corresponding hypothesis.  
 Test the hypothesis, and if it is significant, extend it adding further text 
properties. Construct stepwise a control cycle. 
 Since Busemann’s indicator needs words expressing activity and descript-
ivity, you may restrict the investigation to those verbs which denote real activity, 
e.g. jump, go, sing, think,… and omit verbs like be, have, sleep. Nevertheless, 
you may choose verbs for comparability with the results of other researchers. Or 
you may choose a quite different procedure and ascribe to verbs degrees of 
activity. 
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5.20. Sentence length in discourse 
 
 

Problem 
Show that discourse participants differ in sentence length. Set up a hypothesis 
about the hierarchy in discourse. 
 
Procedure 
Take a stage play and compute for each person the length of all her/his sentences. 
If possible, measure sentence length in terms of clauses. If this causes many 
problems, measure the length in terms of the number of words.  
 For each person set up the frequency distribution of sentence lengths. First 
show that the distributions are not homogeneous. Perform e.g. a chi-square or a 
2I test. Alternatively, show that the means of distributions are significantly dif-
ferent using a t- or u-test for difference of two averages. 
 Starting from different properties of distributions, show that some of them 
can be used as an indicator of dominance in discourse. At the beginning, state, 
for example, whether sentence length correlates with the status of the given 
person. That means, quantify also the status of participants using other features. 
First compute the correlation coefficient of sentence length vs. dominance 
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feature, then find a quantitative model of this relationship, e.g. a regression 
curve.  
 Fnally, prepare an overall frequency distribution of sentence length, i.e. 
add the frequencies of all persons. If you measure the sentence in terms of clause 
numbers, see if this frequency distribution abides by the negative binomial 
distribution. If you measured in terms of number of words, see if it abides by the 
hyper-Pascal distribution.  
 Fit these distributions also to the data of individual participants and use 
the parameters of the distributions for solving the problem of hierarchy of part-
icipants. 
 Continue the examination using other properties of texts of individual 
persons. Use some indicators presented in Chapter 5 such as arc length, the bin-
ary code of sentence, text activity, the lambda-indicator, thematic concentration, 
Gini’s coefficient, etc. Link these indicators with sentence length of individual 
persons and show the overall “structuring” of persons in discourse. 
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5.21. Sentence length sequences in discourse 
 
 

Problem 
Is there a tendency to vary the length of subsequent sentences in a discourse or to 
hold them in equal length? Great differences in length would indicate the dom-
inance of one or more participants, non-significant differences would signal 
rather a democratic participation. Solve the problem and set up an hypothesis. 
 
Procedure 
Take a stage play and compute the length of each sentence either in terms of 
clause or words. Write the sequence of lengths as an array. Then prepare a 
contingency table containing all transitions from a given length to the neigh-
bouring length, e.g. the sequence 4,2,3,1,2,1,4,4,3,2,2,3,3,3,1,1,4,2,3,1 could be 
written as 
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Successor  
1 2 3 4 

1 1 1 0 2 
2 1 1 3 0 
3 3 1 2 0 

Pr
ed

ec
es

so
r 

4 0 2 1 1 
 
 
i.e. there are e.g. 2 transitions from 1 to 4, one transition from 4 to 4, etc. In your 
data, perform the overall chi-square test for independence. Then test the tendency 
in individual cells in order to show stereotype sequences, and, finally, test the 
tendency on the diagonal. If the diagonal is significantly strong, the sequence dis-
plays a kind of monotonicity; if it is significantly weak, it displays a contrastive 
discourse. 
 Compute the order of the Markov chain of the given sequence. 
 For testing the tendency in one cell nij use the criterion 
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where nij = frequency in cell (i,j), ni. = sum of frequencies in row i, nij = sum of 
frequencies in column j, n = sum of all frequencies. 
 For testing the diagonal see Altmann (1987), Schulz, Altmann (1988). 
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5.22. Properties of illocutive graphs 
 
 
Problem 
Study the properties of a weighted graph of transitions between illocutive speech 
acts in a stage play. Set up some hypotheses. 
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Procedure 
Classify the illocutive speech acts using the classification in Problems Vol. 2, p. 
118 (cf. Bach, K. http://online.sfsu.edu/-kbach/spchacts.html), take a stage play and 
set up a matrix containing the numbers of transitions from one type to another. 
Since a matrix can be displayed as a weighted graph, study as many properties of 
the graph as possible.  
 Show that the quantitative properties of dramas differ from those of com-
edies. This may be expressed both by the values of some properties and the re-
lationships among them. 
 Take a special kind of stage play and study its historical development in 
one language.  
 Set up a bipartite graph consisting of two distinct sets: that of persons of a 
stage play and that of illocutive speech acts. Then join the persons with the acts 
and ascribe each edge a weight according to the extent of use of the act by a 
person. Evaluate such a graph and interpret it linguistically. A quite simple poss-
ibility is given by using contingency tables with <Person, Act> classification and 
testing for independence. 
 If you analyze a stage play, observe also the change of the graph. If you 
present the data in form of a contingency table, compare the tables of individual 
stage play parts and develop a hypothesis concerning the change of dependence 
in the course of stage play.  
 Does this change correlate with some other properties of the stage play? 
Set up hypotheses, test them, quantify everything and begin to theorize. 
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5.23. The frequency sequence of words in text 
 
 
Problem 
This is a continuation of problem 5.19 from Problems Vol. 2. 
 Compute different properties of the sequence of frequencies of words/ 
word forms in a text. Compare individual texts, genres and authors, and study the 
historical development of every property. 
 
Procedure 
Take a text and compute the frequencies of individual words/word-forms in it. 
Then replace the units by their frequencies. You obtain a sequence of numbers 
representing a kind of time series.  
 1. Compute the autocorrelation of frequencies. Having the autocorrelation 
for all lags, say from 1 to 20, plot the graph of the autocorrelation sequence, set 
up a hypothesis and test it on other texts. If they differ, search for boundary con-
ditions and substantiate your findings linguistically. (For a good example see 
Eom 2006, 103ff.) 
 2. Set up a table of transitions from each frequency to each other. Evaluate 
your sequence and test the contingency table (a) for independence using the chi-
square or 2I test; (b) each cell separately for a possible preference; (c) the 
tendency on the diagonal, i.e. the preference for frequencies following the same 
frequencies.  
 3. State the order of the Markov chain in your sequence. 
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 4. Compute Hurst’s coefficient for the sequence of numbers and the Haus-
dorff dimension of the sequence. 
 5. Use the box-counting method for computing the fractal dimension. 
 6. Compute the distance between equal frequencies and state whether the 
distribution of distances is random, i.e., compare it with Zörnig’s model (1984, 
1987). If it is not random, what type of distribution does it have? 
 7. Characterize the frequency distribution obtained from the distances by 
different indicators, e.g. entropy, repeat rate, moments, skewness, excess, pos-
ition in Ord’s scheme, all of which can be found in the three volumes of Prob-
lems. 
 
References 
Eom, J. (2006). Rhythmus im Akzent. München: Sagner. 
Hřebíček, L. (2000). Variations in sequences. Prague: Oriental Institute. 
Köhler, R., Altmann, G. (2009). Problems in Quantitative Linguistics Vol 2. Lü-

denscheid: RAM. 
Wimmer, G., Altmann, G., Hřebíček, L., Ondrejovič, S., Wimmerová, S. (2003). 

Úvod do analýzy textov. Bratislava: Veda. 
Zörnig, P. (1984). The distribution of distances between like elements in a se-

quence, I. Glottometrika 6, 1-15; II. Glottometrika 7, 1-14. 
Zörnig, P. (1987). A theory of distance between like elements in a sequence. 

Glottomerika 8, 1-22. 
 
 
 

5.24. Frequency motifs in text 
 
 

Problem 
This is a continuation of the problem 5.23. The frequency sequence of words in 
text from which one can take over the ready sequences or prepare them starting 
from the description of the problem. 
 A frequency motif (F-motif) is a non-deceasing sequence of numbers. If 
we have for example a sequence 1,2,8,3,9,2,1,1 we obtain the following motifs: 
1-2-8; 3-9, 2; 1-1. 
 Having obtained the F-motifs, evaluate their properties and characterize 
the text. 
 
Procedure 
First set up the set of F-motifs occurring in the text, i.e. identify them. Then solve 
at least one of the following problems: 
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1. Set up the rank-frequency distribution of individual F-motifs and char-
acterize it using different indicators (e.g. entropy, repeat rate, moments, skew-
ness, excess, position in Ord´s scheme, Popescu indicators). 

2. Set up the distribution of F-motif lengths (e.g. the motif 1-2-8 has 
length 3) and characterize it in the similar way as in point 1. 

3. Compute the maximal number of possible F-motifs using the result in 
Mačutek (2009) and characterize the F-motif richness of the text. 
 4. For each F-motif compute the mean of the numbers in it (e.g for 1-2-8 it 
is (1+2+8)/3 = 3.67) and set up the distribution of mean values of motifs. Char-
acterize it.  
 5. Compute the autocorrelation of F-motifs and substantiate it linguis-
tically. 
 6. Compute the distances between identical F-motifs and set up the 
distribution of distances. 
 7. Using the results in task 4 use the theory of runs in order to characterize 
the sequence of F-motif means and to find some tendencies. 
 
References 
Köhler, R., Naumann, S. (2010). A syntagmatic approach to automatic text class-

ification. Statistical properties of F- and L-motifs as text characteristics. In: 
Grzybek, P., Kelih, E., Mačutek, J. (eds.), Text and Language. Structures • 
Functions • Interrelations. Quantitative Perspectives: 81-89. Wien: Prae-
sens. 

Mačutek, J. (2009). Motif richness. In: Köhler, R. (ed.), Issues in Quantitative 
Linguistics: 51-60. Lüdenscheid: RAM. 

Popescu, I.-I. et al. (2009). Word frequency studies. Berlin-New York: Mouton 
de Gruyter. 

Popescu, I.-I., Mačutek, J., Altmann, G. (2009). Aspects of word frequencies. Lü-
denscheid: RAM. 

Popescu, I.-I., Kelih, E., Mačutek, J., Čech, R., Best, K.-H., Altmann, G. (2010). 
Vectors and codes of texts. Lüdenscheid: RAM. 

Tuzzi, A., Popescu, I.-I., Altmann, G. (2010). Quantitative analysis of Italian 
texts. Lüdenscheid: RAM. 

 
 
 

5.25. Thematic concentration 
 
 

Problem   
Study the thematic concentration in all poems of an author. Develop a test for 
comparing the significance of the difference between the thematic concentration 
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of two texts (cf. Problems, Vol 1: 61 and Problem 5.26. Dialog: thematic 
concentration of participants in this volume). 
 
Procedure 
For the time being, there are three ways of measuring thematic concentration – 
use the rank frequency distribution of:  
 (1) word forms (cf. Popescu et al. 2009, Chapter 6),   
 (2) lemmas which represent a better approximation, or  
 (3) morpheme hrebs expressing optimally the concentration (cf. Ziegler, 
Altmann 2002; cf. Problem 5.27. Text compactness in this volume). 
 The first method consists of computing the frequencies of word forms, 
ranking them and using the Popescu et al. (2009, 96) formula. One can obtain at 
least a ranking of texts. The second method is a better approximation because in 
highly synthetic languages the forms of a word may be placed at different ranks 
and need not display the given word as “thematic”. Hence lemmas and their 
ranking, using the same formula as above yield a more adequate picture of 
concentration and eliminate the influence of morphology. 
 However, there may be many references in text pointing at a special word 
which are lost with either of the above methods. If the thematic word is used only 
once and the rest are references, then even the “lemma”-method yields distorted 
results. For this reason, partition the text in “morpheme/word/phrase hrebs”, set 
up the rank-frequency distribution of hrebs and compute the thematic con-
centration using the Popescu formula.  
 First take a short text and analyze it in the above mentioned three ways in 
order to see the difference. Then analyze several texts and perform a ranking of 
texts according to their thematic concentration. Are there differences between 
text sorts? For example, in scientific texts one expects a stronger concentration 
than in lyric poetry. 
 At last, derive the asymptotic variance of the Popescu formula of thematic 
concentration and use it for asymptotic testing the differences.  
 Use other methods of measuring thematic concentration and compare both 
the computing effort and the results. Find other text properties which are linked 
with thematic concentration. 
 
References 
Popescu, I.-I. et al. (2009). Word frequency studies. Berlin-New York: Mouton 

de Gruyter. 
Wilson, A. (2009). Vocabulary richness and thematic concentration in internet 

fetish fantasies and literary short stories. Glottotheory 2(2), 97-107. 
Ziegler, A., Altmann, G. (2002). Denotative Textanalyse. Wien: Praesens. 
 
 
 



5. Text analysis 
 

133 

5.26. Dialog: thematic concentration of participants 
 
 

Problem 
Study the thematic concentration of individual persons in a stage play. 
 
Procedure 
Choose a stage play and set up the rank-frequency distribution of word-forms for 
each person separately. Define the thematic concentration using Popescu´s indic-
ator 
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where  
 h = h-point 
 r´ = rank of a thematic word in the pre-h domain 
 f(r´) = frequency of a thematic word at rank r´ 
 f(1) = frequency of the most frequent word 
 T  = number of ranks occupied by thematic words in the pre-h domain. 
Thematic words are no synsemantics but either names or autosemantics. Never-
theless, in lyric poetry some pronouns (I, you) or the pronominal appellatives in 
some languages must be considered thematic. The indicator measures the weight-
ed proportions of such words up to the h-point. In stage plays this concentration 
is possibly greater because a stage play concentrates upon a special theme with-
out lengthy descriptions.  
 Compare the persons in the stage play, set up a hierarchy and correlate 
thematic concentration with the function of the given role. 
 Compare different stage plays and develop a purely conceptual theory of 
relation of thematic concentration with other properties.  
 Find the rank-frequency distribution of words of each role/person sep-
arately and set up a model. Compare the parameters of the model with different 
persons and set up some hypotheses. 
 
References 
Popescu, I.-I., et al. (2009). Word frequency studies. Berlin-New York: Mouton 

de Gruyter. 
Strauss, U., Fan, F., Altmann, G. (2008). Problems in Quantitative Linguistics 1. 

Lüdenscheid: RAM. 
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5.27. Text compactness 
 
 
Problem 
Compute text compactness for all poems of an author and state the development 
of the author from this point of view. 
 
Procedure 
Analyze a poem in terms of word-hrebs as proposed in Ziegler and Altmann 
(2002) or in Problem 5.25 in this volume, i.e. set up sets of words based on the 
referential structure of the text. Let the number of hrebs be n and the number of 
words/tokens in text (= text size) N. Define text compactness as 
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i.e. as the normalized indicator of hreb-forming. The smaller the number of 
hrebs, the more compact the text is. The indicator lies in the interval <0,1>. 
Without any test, order all poems according to decreasing compactness and 
scrutinize whether this order correlates with the age of the author (or the year of 
origin). Set up an hypothesis and test it using the works of other poets.  
 Using combinatorial argument compute the probability of n, i.e. the prob-
ability of forming n hrebs out of N words. This is analogous to distributing N 
balls in at least n urns. Then derive the variance exactly or asymptotically and set 
up a test for comparing two texts.  
 Using the normal approximation, test whether or not the text compactness 
of a collection of poems as a whole differs significantly from that of a collection 
of prose texts.   
 Scrutinize different sorts of texts, set up hypotheses about text compact-
ness and link it with as many properties of texts as possible. Begin to outline a 
theory (even if it is incomplete) and derive formulas linking the selected 
properties. 
  
References 
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Ziegler, A. (2005). Denotative Textanalyse. In: Köhler, R., Altmann, G., Piot-

rowski, R.G. (eds.), Quantitative Linguistics. An International Handbook: 
423-447. Berlin-New York: de Gruyter. 
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5.28. Frequency indicator A 
 
 

Problem 
In Popescu et al. (2010), Chapter 2, the hypothesis has been set up that the 
indicator A is related to some other properties of texts. It is defined as 
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where N is text length (in terms of word token number) and M is the modulus 
computed as 
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where h is the h-point, f(1) is the greatest frequency (i.e. at rank 1) and V is the 
extent of vocabulary (types) or highest rank. Test this conjecture. 
 
Procedure 
Collect all known properties of texts and quantify them if necessary (cf. Popescu 
et al. 2009, 2011). Then analyze many texts; compute M and A and some other 
properties and scrutinize the mutual associations. Develop a control cycle of 
properties and substantiate the result linguistically, textologically, psychologic-
ally, etc. Strive for a restricted theory. 
 The authors (Popescu et al. 2010, 4-25) computed and presented A and M 
for many texts in 28 languages and stated that the indicator is related to the de-
gree of synthetism/analytism of a language. However, the above problem con-
cerns individual texts and other properties, e.g. mean sentence length, parameters 
of the word-length distribution, sentence complexity, the distribution of speech 
acts, share of dialogues and author’s speech, indicators of genre, etc. 
 First define a text property and compute it for ten texts. Compute its  
correlation with A. If it is significant, take the next property and associate it both 
with A and the first property. Extend the number of properties and texts step by 
step and construct a control cycle. 
 Then express the dependencies formally by some functions and test their 
goodness-of-fit. 
 At last substantiate the control cycle and the individual associations lin-
guistically. 
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5.29. A vocabulary richness indicator 
 
 

Problem 
Show that the indicator of vocabulary richness defined as R = HL/N does not 
adequately express vocabulary richness. (HL is the number of hapax legomena = 
words occurring in a text only once; N is the text length = number of tokens or 
types in text). 
 
Procedure 
Take a simple sentence, e.g. a strophe of a poem. Its R = 1 because most prob-
ably all words are different. Add the next sentence/strophe. If all words are still 
unique, R = 1, although, logically, the text is richer because it contains more 
hapaxes. Now, take a text consisting of 100000 words. Although it is certainly 
richer than a text consisting of one sentence, its R converges to zero. 
 Hence, for very short and very long texts the indicator is not adequate as a 
measure of richness. Do words occurring twice not add something to the rich-
ness? Give the above indicator an adequate linguistic interpretation. What does it 
express? Study its behaviour in texts with N < 100, then in texts with 1000 < N < 
10000.  
 Before you develop a new richness indicator and add it to the set of other 
ones (cf. e.g. Wimmer, Altmann 1999; Popescu, Mačutek, Altmann 2009), con-
centrate on the behaviour of the above index, derive its expectation and variance 
and propose a test for comparing two texts with different N. 
 Analyze very thoroughly what the concept of “vocabulary richness” could 
mean; what should it capture; which parts of the text or of the vocabulary con-
tribute to its formation; incorporate the h-point in your considerations and dev-
elop a variant of Tuzzi-Popescu-Altmann´s approach (2010, 126 ff.). 
 Further, compare didactic and scientific texts – in which repetition of 
certain words is necessary – with press and fiction texts, i.e. show that your in-
dicator can distinguish genres. Do not forget to set up an asymptotic test for the 
difference of two texts in terms of your new indicator. 
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5.30. Vocabulary richness and lambda-structure 
 
 

Problem 
Show that there is a relation between Popescu´s vocabulary richness indicator R1 
and the lambda-structure of texts. Find the form of this relation. 
 
Procedure 
Take 100 (complete) texts of different size and for each of them compute the 
rank-frequency distribution of word forms. This can be done e.g. using the Gu-
tenberg-project and a word calculator on the Internet. For each text compute the 
h-point, i.e. that number for which r = f(r) (i.e. rank = its frequency). If there is 
no such number take simply h = r + 0.5. A more exact computation is shown in 
the references but for this purpose it is sufficient. 
 Now compute F(r) = sum of relative frequencies from 1 to h, i.e. the 
distribution function up to h for each text separately. Then for each text set up the 
Popescu-indicator of vocabulary richness 
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where N is the text size (number of words in text) (cf. Tuzzi, Popescu, Altmann 
2010:127).  
 Now for each text compute the lambda indicator in the following way: 
First compute the arc length between neighbouring frequencies as 
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where V is the size of the vocabulary (number of word-form types, the highest 
rank) and fi are the individual frequencies. Arc length expresses the frequency 
structuring of the text. Using L, compute for each text the lambda indicator as 
 

(3) 10(log )L N
N

  . 

 
This indicator stabilizes the arc length and makes it independent of text length. 
 Prepare a table of <Λ, R1> values and show that R1 = f(Λ). Find an ap-
propriate function. Finally, fit the function R1 = 1– a exp(–bΛ) (cf. Popescu, 
Čech, Altmann 2011, 7ff.). Show that this function may have different para-
meters for different languages, text sorts or even authors. It shows the relation-
ship between vocabulary richness and a specific formal feature of texts.  
 Perform the computation for texts of one language only. Then consider the 
outliers – if there are any – and check whether the rank-frequency distribution 
has been constructed “correctly”, i.e. whether the definition of the word-form has 
been taken into account by the counting program. Hence it is better to prepare the 
texts by performing changes where it is necessary.  
  
References 
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5.31. Gini´s coefficient and vocabulary richness 
 
 

Problem 
Compute Gini´s coefficient for rank-frequency distributions in 100 texts of the 
same sort in the same language and correlate the values with other indicators of 
vocabulary richness. 
 
Procedure 
Take, for example, all poems of a poet, compute for each text the rank-frequency 
distribution of word forms (or lemmas) and using it, the coefficient of Gini. For 
computation use the formula 
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where V is the vocabulary size (= number of different items), N is text size, r is 
the rank (r = 1,2,…,V) and fr is the frequency at rank r. Vocabulary richness can 
be expressed by the complement 
 
(2) R = 1 – G. 

 
Show that the best fitting is Rt = aNb, i.e. R depends on text size N.  Consider the 
difference between the computed curve and the empirical values 
 
(3) DR = Rt - R  
 
as an expression of vocabulary richness. This can be negative, too. 
 Order the texts according to DR and find a relation (a) to the age of the 
author, (b) to other richness indicators, (c) to other properties of texts. 
 Show that two typologically very different languages may have quite 
different  R and Rt. Use the parameters a and b for typological purposes. 
  
References 
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rics 13, 23-46. 
 
 
 

5.32. Vocabulary richness project 
 
 

Problem 
Perform a thorough investigation of the vocabulary richness problem. 
 
Procedure 

1. Collect the complete bibliography concerning this problem and publish it. 
Begin with the most recent publication and proceed backwards. A great 
number of publications can be found on the Internet. Do not omit works 
written in Slavic languages and especially in French. 

2. Read the literature and classify the individual procedures or indicators 
according to (a) their mathematical approach, (b) their application to 
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special texts, (c) the aims of characterization (texts, speakers, genres, 
styles, languages). 

3. Analyze the different approaches and set up the mathematical background: 
(a) if the approach is an indicator, derive at least its variance and norm-
alize its interval. (b) If it is a curve (e.g. a type-token relation), substan-
tiate it linguistically and derive it by means of a difference or differential 
equation or use a stochastic process to obtain it.  

4. Show the commonalities of individual approaches, their differences, back-
grounds. Analyze the development of this study historically. Where and 
when did this research begin and what is the present-day state of the art? 

5. Set up hypotheses about vocabulary richness, its relationship to other 
properties of texts and construct a control cycle for vocabulary richness. 

6. Test your results on different texts in different languages and strive for 
formulating a theory, i.e. a set of interrelated statements which can be de-
clared to be laws. The statements must be derived from a set of (prelim-
inary) axioms and tested in many languages. Use both modern and archaic 
texts but only in their original form; do not use translations. 

7. On the basis of your theory, study the development of vocabulary richness 
in the language of children, in the development of a single author, in the 
development of written documents in a language beginning from primitive 
forms up to modern novels, technical texts, etc. 

8. Collect and study the different definitions of the concept of “vocabulary 
richness” (do not take into account the mathematical expression). Connect 
the results with those in point 2 above.  
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5.33. A textological project 
 
 

Problem 
Select a writer and order his works according to the date of creation (or first 
publication). If (s)he has written texts in different genres, e.g. novels and poems, 
differentiate the text sorts and analyze them separately. 
 Solve as many textological problems contained in this and the preceding 
volumes as possible (Strauss, Fan, Altmann 2008; Köhler, Altmann 2009). Order 
the problems thematically, in order to obtain a compact picture of the writer. 
Study the development of the writer with regard to the analyzed property, i.e. 
correlate the change of a text property with the date of origin. Find the relation 
between individual properties and set up a control cycle. Omit very complex 
problems but strive for programming the computation of each property. 
 Then take different textological books (Orlov, Boroda, Nadarejšvili 1982; 
Altmann 1988; Baayen 2001; Altmann, Altmann 2008; Popescu et al. 2009, 
2010; Popescu, Mačutek, Altmann 2009; Tuzzi, Popescu, Altmann 2010; Po-
pescu, Čech, Altmann 2011; for a bibliography see Köhler 1995) and solve the 
problems presented in them for your texts – as far as possible. Strive for a com-
pendium of quantitative textology. If you suspect a relationship to be valid gen-
erally and to be a candidate for a law, take texts of other authors, other genres, 
other languages and test the hypothesis. If it does not hold for other texts, find the 
boundary conditions responsible for its validity in your texts. If it holds, derive 
the relationship using preliminary linguistic axioms or assumptions. 
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5.34. Text diffusity 
 
 

Problem 
Compare the lemmatic diffusity of texts belonging to different text sorts and set 
up the rank order of text sorts with respect to this property. 
 
Procedure 
Take a lemmatized text and state the frequency of individual lemmas in it. Then 
add to each lemmas its position in text. Consider only lemmas occurring at least 
twice. For each lemma with f(lemma) ≥ 2 compute the indicator of diffusity 
defined as 
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f lemma
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The diffusity of non- repeated words is zero.  
 Compute the mean diffusity and consider the result as characteristic for 
the given text. 
 Perform the analysis using texts of the given writer, of the given sort, of 
different sorts, and in different languages. 
 Set up a rank-order of text sorts based on diffusity.  
 Interpret the indicator as repetition pattern, as an aspect of Skinners formal 
reinforcement, as an indicator of vocabulary richness, as an indicator of thematic 
concentration, etc. Compare it with other indicators and construct mathematical 
links with them.  
 Derive the variance of D(lemma) considering the positions as fixed and 
f(lemma) as the variable. 
 Compare the means of individual texts using the asymptotic normal 
criterion and show the extent of dissimilarity of texts of a given text sort. 
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5.35. Aggregation in poetry 
 
 

Problem 
In Problems Vol 1 (Köhler, Altmann, 2009, 56f.), “phonetic aggregation“ in texts 
has been proposed as a problem. The task was to show that phonetic similarity of 
verses decreases with increasing distance. Taking means one obtained a mono-
tonically decreasing function.  
 Define further phonetic, morphological, semantic, syntactic, lexicological, 
referential etc. entities that can contribute to the similarity of verses.  Take a 
longer poem in your language and test the hypothesis that the given similarity 
decreases with increasing distance. Consider always averages. 
 
Procedure 
Phonetic entities can be phonemes/sounds, syllables, consonant clusters, sequen-
ces of sounds, etc.; morphological entities can be grammatical categories, word 
classes, derivatives, compounds, etc; semantic entities can be semantic classes of 
verbs, nouns, adjectives, etc.; syntactic entities can be types of sentences, a 
special word order, etc.; lexicological entities can be combinations of morphol-
ogical and semantic features, choice of vocabulary, metaphors, etc.; referential 
entities are direct lexical repetitions of a lemma or synonyms or references in 
further verses, etc. 
 Before you begin to count, choose an adequate similarity indicator. Their 
number is enormous. A few are listed in the references. Every book on clas-
sification contains several. 
 Construct a set of respective entities in the first verse in form 
 
 V1 = {a1,a2,b,c.d,e,f1,f2,,f3,g,h,i,j,k,…} 
 
that is, if a unit occurs several times, index it. They are considered different units. 
However, this depends on the method of computing similarity. 
 Then taking a similarity measure compare all neighbouring verse pairs and 
take the mean of comparisons for distance d = 1. Then compare verses in dis-



5. Text analysis 
 

144 

tance d = 2 and take averages, etc. Most probably you obtain a decreasing 
sequence of means.  
 Set up hypotheses concerning  the following problems (cf. Altmann 1988): 

(1) Is there a development of aggregation in the life of a poet? 
(2) Which similarity measure is adequate for your computations? 
(3) Consult a psychologist engaged in problems of perseveration and seek 

the mechanism responsible for aggregation. 
(4) Which entities tend to form aggregations. 
Take the complete work of a poet. If possible, perform this investigation 

not only in an Indo-European language. 
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6. Various issues 
 

6.1. Rank-frequency distribution of classifications 
 
 

Hypothesis 
In quantitative linguistics there is a very general assumption that if in a full set of 
linguistic phenomena a classification is performed, the rank-frequency distribu-
tion of classes follows an honest probability distribution (cf. Altmann 2005). The 
same phenomenon always abides by the same distribution, however, the paramet-
ers may be different for different authors, text sorts, languages. Test the hypoth-
esis using the data presented by Bojko (2005). 
 
Procedure 
In works of writers writing in English, Bojko classified the clauses in 12 classes 
and found their frequencies as presented in Table 6.1.1 Reorder the frequencies 
with individual writers, if necessary, in decreasing order, assign them ranks and 
find an appropriate theoretical distribution or at least a simple function with 
maximally two parameters. If none can be found, then either (a) re-define the 
clause classes or (b) analyze each text individually. Bojko combined three texts 
from each author. Remember that the agreement with a law-like hypothesis is the 
only independent criterion of the goodness of your classification. If the results 
are still unsatisfactory, analyze other texts on the basis of your own clause clas-
sification. 
 Show that the parameters of the fitted functions are different and find the 
external conditions (author, text sort, language, historical development, epoch, 
etc.). 
 Plot the data in an Ord-scheme (Strauss et al. 2008, 121 f.)  and see if they 
lie almost on a straight line. 
 Take a text of each of the authors mentioned and count the frequencies of 
parts-of-speech. Show that the Ord-values of the POS rank-frequency distribu-
tions lie in different “Ord” domains. 
 In order to generalize the results, take texts from your own language and 
perform clause-type analyses. Do your results agree with those of Bojko – except 
for parameters – or is your primary hypothesis about the form of the distribution 
quite different? 
 Test your data leaning against different clause definitions (by different 
grammars) and if you attain consistent results, decide if you are on the track of a 
“teorita” or your results are sufficient only for text sort differentiation, or, finally, 
both results follow from your procedures.  
 If possible, perform analogous analyses with preliminary classification for 
other different text entities (sentence types, phrase types, parts-of-speech, mor-
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pheme types, canonical syllable types) and develop the basis of classification of 
linguistic entities. 
 

Table 6.1.1 
Frequencies of clause types in English texts 

(three texts by each author, data from Bojko 2005) 
 

Clause Type Dreiser Fitzgerald Cronin Steinbeck Hemingway 
Object Clauses 647 306 246 173 208 
Attributive Clauses 488 235 194 165 121 
Time Clauses 211 193 153 159 114 
Conditional Clauses 146 53 46 85 56 
Clauses of Manner 141 87 50 63 33 
Reason Clauses 87 82 54 83 22 
Concessive Clauses 41 12 46 16 9 
Place Clauses 37 15 21 26 26 
Purpose Clauses 12 3 2 10 3 
Result Clauses 8 13 5 16 6 
Subject Clauses 6 2 4 23 32 
Predicative Clauses 5 5 2 13 4 
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6.2. Ranking and classification of verbs 
 
 

Problem 
Solving Problem 6.1 show that the hypothesis “ranking as a criterion of verb 
classification” holds, too. 
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Procedure 
Take the data published by Yesypenko (2009) concerning the frequency and 
classification of verbs in three English texts. First, rank the frequencies in 
individual texts and fit to each of them a function used in ranking, e.g. the power 
function, Mandelbrot’s function, Popescu’s function, etc. Omit zeros. The data 
are presented in Table 6.2.1. The texts are: E. Waugh, “A Handful of Dust”, J. 
Swift, “Gulliver’s Travels”, M. Twain, “The Adventures of Tom Sawyer.” 
 

Table 6.2.1 
Frequencies of verbs in three English texts (Yesypenko 2009) 

 
Verbs E. Waugh J. Swift M. Twain 

Verbs of motion/removing 148 148 202 
Verbs of process, change, development 24 28 26 
Verbs of beginning/end of action 30 18 36 
Verbs of physical action 113 84 132 
Engender verbs 31 48 30 
Destroy verbs 15 22 22 
Successful/Unsuccessful action  
implementation 2 0 6 
Verbs of attempt 3 4 8 
Verbs of sound emisson 3 0 6 
Verbs of ligth phenomena 3 2 2 
Verbs of temperature phenomena 0 2 0 
Verbs of nature phenomena 4 0 4 
Verbs of communication 131 30 122 
Verbs of moral impact/effect 41 24 20 
Verbs of social activity 23 22 30 
Position verbs 16 30 44 
Verbs of existence 271 174 184 
Modality verbs 91 70 42 
Verbs of human relations 17 18 20 
Verbs of reference 23 50 30 
Verbs of emotional psychological impact 9 6 26 
Verbs of ownership/loss 58 104 58 
Verbs of physiological state 7 32 12 
Verbs of perception 50 52 78 
Verbs of mental activity 66 66 68 
Verbs of subjective assessment 18 8 8 
Verbs of emotional psychological state 39 22 52 
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(1) Find the best function yielding the highest determination coefficient. Note 
the parameters of individual functions and using their standard errors which 
can be found in the output of the software set up a normal test and test the 
difference between the pertinent parameters of individual texts. Extend the 
investigation to further English texts. 

(2) Test the classification of nouns, adjectives and adverbs using further Yesy-
penko’s (2009) tables. Extend the investigation to further English texts. 

(3) Perform the same analysis in a language other than English, state whether 
the hypothesis can be corroborated and if so, compare the parameters. 

(4) Is it possible to perform stylistic analysis using the above classification and 
ranking methods? Analyze short texts, e.g. some poems and press texts, 
perform the ranking and the testing of parameters for difference and draw 
conclusions. 

(5) Apply all your results to classification of verbs (nouns) in other languages. 
(6) Make a preliminary statement on the generality of the hypothesis in Problem 

6.1 in this volume. 
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6.3. Sentence-length development in German 
 
 

Problem 
According to Wittek (2001), sentence-length becomes shorter in the development 
of German. The hypothesis has already been set up by different authors (cf. Lü-
ger 1995) using different text sorts. Wittek uses geographic texts, fits to sentence 
length (measured in terms of number of clauses) the positive Poisson distribution 
and observing the behaviour of parameter a corroborates the hypothesis. Test the 
hypothesis for older and newer German texts. 
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Procedure 
Wittek shows that the parameter a of the positive Poisson distribution 
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decreases with time (on the average), leading to the conclusion deducible from 
the Poisson distribution that the number of short sentences increases. Wittek 
found the following numbers: 
 

Time interval Average values of the parameter a 
1896-1905 
1929-1933 
1959-1960 
1993-1994 

2.07 
1.67 
1.26 
1.04 

 
Since there are great distances between the time intervals, it is necessary both to 
scrutinize texts in the intervals not analyzed up to now and examine texts before 
1896 and after 1994.  
 Can we restrict the hypothesis to special sorts of texts or does it hold for 
German as a whole? If it holds only for some texts, substantiate this finding. 
 Since the parameter a is the mean of the distribution, one does not need to 
fit any distribution, it is sufficient to study the mean sentence length and its 
evolution.  
 If sentence shortening exists in German, does it exist in other languages, 
too?  If so, what can be the cause of this phenomenon? 
 One can extend the analysis to different text sorts and study the velocity of 
shortening – if there is any.  
 Does the hypothesis hold, if one measures sentence length in terms of 
word numbers? However, for performing a procedure of this kind very long texts 
are necessary because the frequency of occurrence of individual lengths will not 
be reliable. At least, discuss this problem. 
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6.4. Verb development 
 
 
Problem 
Consider all verbs of a language. Partition this set into subsets whose elements 
are verbs designating a certain stage in the development of life on the earth. 
Study the hypothesis that the more developed a level, the more verbs it contains. 
That is, there will be a small number of verbs designating “being”, more verbs 
designating “movement”, etc. and the greatest number of verbs designating 
psychological states or acts. 
 
Procedure 
First obtain all verbs of a language from a great dictionary. Then set up a scale 
corresponding to the (ontogenetic or phylogenetic) development of actions in 
living organisms (e.g. to eat preceeds to doubt; to be preceeds to seize ) . If 
necessary consult a biologist. Then ascribe each verb to one of the given classes. 
There are different verb classifications which can be very helpful for making 
decisions and scaling. At last, test the hypothesis that the activities of living 
organisms are the more differentiated the higher their developmental level. 
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6.5. History 
 
 
Some problems in quantitative linguistics have a long development and a rich 
history. Unfortunately, there are few works describing the evolution of the prob-
lem, the proposed solutions and the data on which tests were performed. De-
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scribe the history of some of the problems mentioned below at least for one 
decade. 

1. Word length study 
2. Sentence length study 
3. Other sentence properties (complexity, difficulty, depth) 
4. Phoneme/grapheme/sound frequency 
5. Canonical syllable/morph/word structure 
6. Rank-frequency distributions (Zipf´s law) 
7. Menzerath´s law 
8. Vocabulary richness 
9. Rhythm study 
10. Glottochronology 
11. Quantitative syntax 
12. Comparison of texts 
13. Phoneme distribution 
14. Sequences of linguistic entities (e.g. time series, Markov chains, Fou-

rier analysis, Köhler´s motifs,….) 
 15. Relations between language properties – synergetic linguistics 
 16. Quantitative typology 
 17. Applications of information theory 
 18. Chaos, fractals, dimensions 
 19. Frequency dictionaries 
 20. Quantitative semantics 
 21. Historical and comparative linguistics 
 22. Disputed authorship studies 
 23. History of QL in a selected state 
 24. Quantification of verb valency 
 25. The quantification of transitivity 
 
Do not propose new solutions but emphasize the criticism of approaches found in 
the described works. Concentrate on methods, aims and explanations/interpret-
ations of whatever kind pronounced by the authors included in your history. 
Describe the basic philosophy behind the works mentioned. 
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6.6. Psychoanalytic word categories 
 
 

Problem 
In the Portuguese translation of the Bible, A. Wilson (2009) computed the fre-
quency spectra of words originating from the primary process thought (sensation 
oriented, concrete) and separately those from the secondary process thought 
(logical, oriented to time, space and society) for all gospels and some other texts. 
He stated that all frequency spectra follow the right truncated Zipf (zeta) distribu-
tion. The result shows that this is another kind of stratification abiding by Zipf´s 
law. Show that adding the two above strata the frequency spectrum can be cap-
tured by Popescu´s (2009) stratification function consisting of two components, 
viz. 
 
 g(x) = 1 + a1 exp(-x/b1) + a2 exp(-x/b2) 
 
where x is the frequency, g(x) is the number of cases with frequency x and ai, bi 
are parameters. 
 
Procedure 
Using the above formula we consider the frequency spectrum a usual function 
(not probability function). Take Wilson’s tables and simply add the individual 
frequencies g(x) of the given text. Since the words of the primary and the second-
ary process are different, addition is allowed. Test the fitting of the above func-
tion using the determination coefficient (not chi-square).  
 Perform this procedure with all Wilson’s tables, state whether the above 
hypothesis holds, then analyze other different texts in different languages. If 
possible, use Martindale’s (1975) Regressive Imagery Dictionary and perform 
the analysis also for other word classes, e.g. “…the categories of body boundary 
definiteness developed in Wilson (2006) and the categories of anality and orality 
constructed by Vanheule, Desmet, Meganck (2008). Finally, the most challeng-
ing task would be to integrate these empirical findings into a synergetic theory of 
text production that incorporates cognitive elements such as consciousness states 
and concept-word mappings. Researchers such as Roy (2004) and Spivak (2004) 
have already made interesting contributions in this direction, but there is still 
much work that remains to be done in developing a comprehensive model“ (Wil-
son 2009, 305). 
 Draw conclusions about the stratification of texts. 
 Replace Zipf´s function in separate processes by Popescu´s function using 
only one component, i.e. g(x) = 1 + a1 exp(-x/b1). Perform a comparison of 
parameters in individual texts. Is there a difference in parameters in the primary 
and the secondary processes? 
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6.7. Language of children 
 
 

Problem 
In a conversation of children (adults may take part), show that the distribution of 
the number of different speech acts (cf. Problems Vol 2: 10.1. Frequency 
distribution of speech acts) in uninterrupted utterances of individual children (i.e. 
length of utterances determined in terms of the number of speech acts) is dis-
tributed according to the positive (= zero truncated) negative binomial distribu-
tion, substantiate it linguistically and characterize the speech and status of in-
dividual children. 
 
Procedure 
Take a recorded conversation of children and for each child separately count the 
length of its uninterrupted participations in the conversation in terms of speech 
acts. That means X = number of speech acts in child’s participation. 
 Set up the frequency distribution of this length for each child (and adult) 
separately.  
 Test whether each of the distributions follows the zero-truncated negative 
binomial distribution given as 
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where the parameters r and p must be estimated from the data, q = 1 – p. Show 
why this distribution is adequate. 
 Interpret the parameters and use them for ascribing a child its role (im-
portance) in the conversation, its attitude or its intelligence, etc. 
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 State how many times a special speech act occurred in the conversation, 
count the speech acts of all kinds and show that the distribution of speech act 
classes displays a certain regularity. Find the model of this regularity in form of a 
theoretical probability distribution, derive it from some suppositions and test it. 
 Use the parameters of the resulting distribution as characteristics of the 
conversation which may be cheerful, controversial, dramatic, sad, etc. 
 Compare the results of your analysis in several conversations. Use also 
(spoken) interviews and (written) stage plays. 
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6.8. Vocalic language 
 
 

Problem 
The concept of “vocalic content” of a language has been defined by Altmann, 
Lehfeldt (1983) in 23 different ways. Process all these definitions/indicators lin-
guistically and statistically. 
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Procedure 
In the definitions, different categories (sample, unit, type, occurrence/position, 
frequency) are used. Interpret the definitions linguistically and set up a network 
linking them: perform analyses of several languages/texts/dictionaries using sev-
eral (possibly all) indicators and scrutinize their correlations. If one of the in-
dicators is not correlated with the other ones, find the cause of this phenomenon. 
 For each indicator (all of them are quantified) find at least (a) the interval 
in which it lies; (b) the asymptotic variance of the indicator. Eliminate or correct 
indicators whose interval is not satisfactory. Having the variance, set up an 
asymptotic normal test and compare the texts/languages/samples.  
 Correlate the “vocalism” indicators with other properties, e.g. morphol-
ogical, syntactic, word length, etc. Extend the control cycle step by step and find 
the functions linking individual pairs of properties. 
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